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Detection of Doctored Speech: Towards an End-to-End Parametric Learn-able
Filter Approach

by Rohit ARORA

The Automatic Speaker Verification (ASV) systems have potential in biomet-
rics applications for logical control access and authentication. A lot of things happen
to be at stake if the ASV system is compromised. The questions that this disserta-
tion explores are what are the weaknesses in the spoofing system? (or what parts
of the natural speech, the spoofing attacks cannot replicate?). What are the spectral
features that are best suited for distinguishing spoofed and natural speech? How ef-
ficient are the traditional handcrafted features as compared to the End-to-End(E2E)
deep learning-based architectures in detecting such attacks? What are the relevant
frequency regions in the spoofed samples that help distinguish between spoofed and
natural speech?

To explore these questions, the preliminary work of this dissertation presents
a comparative analysis on the wavelet and MFCC based state-of-the-art spoof de-
tection techniques developed in these papers, respectively (Novoselov et al., 2016)
(Alam et al., 2016a). Two datasets are used for evaluation. The results on ASVspoof
2015 justify our inclination towards wavelet-based features instead of MFCC fea-
tures. The experiments on the ASVspoof 2019 database show the lack of credibility
of the traditional handcrafted features and give us more reason to progress towards
using end-to-end deep neural networks and more recent techniques.

For the subsequent few experiments, we use Sincnet architecture as our
baseline. We get E2E deep learning models, which we call WSTnet and CWTnet,
respectively, by replacing the Sinc layer with the Wavelet Scattering and Continu-
ous wavelet transform layers. The results obtained from the score level fusion of
our models: CWTnet and WSnet, with that of Sincnet, are encouraging and point
to the fact that spectral diversity at the input feature level is an asset. The fusion
model achieved 62% and 17% relative improvement over traditional handcrafted
models and our Sincnet baseline when evaluated on the modern spoofing attacks in
ASVspoof 2019.

The final scale distribution and the number of scales used in CWTnet are far
from optimal for the task at hand. Our main motto here was to fine-tune the scale
parameter to get an insight into the frequency regions responsible for distinguish-
ing spoofed and natural speech. But manual fine-tuning and cross-validation would
be very computationally and time expensive. So to solve this problem, we replaced
the CWT layer with a Wavelet Deconvolution(WD) (Khan and Yener, 2018) layer
in our CWTnet architecture. This layer calculates the Discrete-Continuous Wavelet
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Transform similar to the CWTnet but also optimizes the scale parameter using back-
propagation. WD layer calculates the transform on the input signal during the for-
ward pass, gives the resultant features to the further layers of the network. It com-
putes the gradients of the loss function with respect to the scale parameters during
back-propagation.

The WDnet model achieved 26% and 7% relative improvement over CWTnet and
Sincnet model respectively when evaluated over ASVspoof 2019 dataset. This shows
that more generalized features are extracted as compared to the features extracted
by CWTnet as only the most important and relevant frequency regions are focused
upon.
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Chapter 1

Introduction

1.1 Research Overview

Speech, it is the tool that facilitates us with the ability to speak, orally communicate,
and express oneself emotions through sound. Although animals have their own way
of communicating through various sounds and inflections, Speech is often referred
to as a form of human communication. This is because over time humans have
gained the ability to control their voices by selective modification of various sound
source spectrum to produce perceptible structures, which are used to convey differ-
ent linguistic sounds (Arnold, 2019). Speech is more of a mechanical act but voice is
what gives it a personal touch and is responsible for identification of an individual.
When the air-stream leave the lungs, reaching the larynx a sound is generated due to
the vibrations in the vocal folders present in them which is then passed on the phar-
ynx where the voice patterns are shaped and then the speech is generated through
the controlled movement of the the oral cavity (Zhang, 2016). The difference in the
shape of the vocal cord and the vocal tract of every individual is responsible for the
uniqueness in every persons voice. And this is the reason that voice can be used as a
unique signature for ones identification. Us humans with all our cognitive abilities
can identify the person and whether or not someone is trying to mimic a voice of
other person in a fairly easy, simultaneous and efficient manner, even in the primi-
tive stages in our life. But to automate such tasks and exploit the potential that voice
and speech holds is a rather interesting yet perplexing process on it own.

Given a single speech signal one can manually do the task of identifying the
speaker in it. But if the task is meant to be commercialized, scaled globally it de-
mands its own research field known as Automatic Speaker Verification (ASV) tech-
nology. This technology is focused towards extracting the speaker-specific infor-
mation from the speech signal for verification of the speakers identity (Campbell,
1997)(Rosenberg, 1976). But with the demand of ASV systems globally to be used
as bio-metrics has raised concerns towards its reliability under unforeseen circum-
stances where the adversary might try to deceive the ASV system by claiming as
another user. The claim by the adversary can be done either by mimicry or us-
ing technology to perform different kinds of spoofing attacks. The spoofing at-
tacks(Presentation attacks) are mainly of three types: replay attacks, speech syn-
thesis (SS), voice conversion (VC). These attacks are done with the ill intention of
performing fraudulent activities like identity theft and forgery for selfish reasons.
The technology used in these spoofing attacks deserves a separate research field of
their own.

The core purpose of the ASV systems is to facilitate speaker identification and
bio-metrics but these spoofing attacks take advantage of the incapability of ASVs
to identify the artifacts caused by SS and VC systems trying to present adversary
as original user. The exploitation of this loop hole by the adversary makes the ASV
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system less reliable and hinders its commercialization. This lead to the origination of
another research field to detect spoofing attacks and develop systems known as anti-
spoofing measures or countermeasures (CM) (Wu et al., 2014). These stand-alone
CM systems are used before or in parallel with the ASV systems to eliminate the
samples which seem fraudulent before-hand and let the ASV do what it is supposed
to do without hindrances from any of the spoofing attacks. This kind of setup results
in system that is more robust, reliable and ready to be scaled for voice bio-metric
based tasks.

In order to research and develop robust anti-spoofing methods the Automatic
Speaker Verification Spoofing and Countermeasure Challenge (ASVSpoof) was designed.
The latest spoofing challenge was ASVSpoof2019 in which the data and protocols
were based on the VCTK corpus that encompassed two partitions for the assess-
ment of Logical access (LA) and Physical access (PA) scenarios. From our earlier
discussion speech synthesis and voice conversion are considered as attacks under
the LA scenario. On the other hand replay attacks are considered in PA scenario. A
complete description of the data set and the evaluation scenarios is available in the
ASVspoof2019 evaluation plan consortium, 2019. To develop a better understanding
of how various spoofing techniques and countermeasure systems have developed
over time few chapters are dedicated to give a brief overview about them.

1.2 Motivation for Detection of Doctored Speech

The research on development of countermeasures for speech spoof detection origi-
nated to compensate for the incapability of the ASV system to capture the artifacts
generated by the spoofing attacks. To get a better understanding of this subject it is
better to have a brief overview of the concepts that builds up the premise for it, that
is, ASV systems and what makes them more prone to spoofing attacks.

1.2.1 Automatic Speaker Verification

The concept of Automatic Speaker Verification (ASV) can be considered as a sub-
task of Automatic speaker recognition (ASpR). Where the underlying proposition
for speaker recognition is that of the difference between the pitch, loudness and
timber of a person. Apart from the nature of the voice a few other factors like the
style of speaking, which can originate from how tongue, lips and jaw are controlled,
can help distinguish one person from another. The working of the ASpR system can
be broken down into two phases: Enrollment and verification. In enrollment phase
the speech sample of the person is taken and voice signature or print is formed by
extracting specific features that represent the nature of the voice precisely. Once the
voice signature is formed it is stored as one of many other voice signatures of other
people already enrolled. And in the verification phase a speech sample is taken in
order to verify the identity of the person (Saquib et al., 2010).

The ASpR system can be divided into two categories: text-independent and text-
dependent. If it is mandatory to have same text in both the speech samples used
for enrollment and verification then the ASpR system used is a text-dependent one.
In such a system the text prompts can be common to all the speakers or can have
possibility of having a password based multi-factor authentication system that uses
both the nature of the voice as well as the password as a way to authenticate the
user. In case of text-independent ASpR systems very less or negligible cooperation
is needed by the speaker. The enrollment and verification phases can have speech



1.2. Motivation for Detection of Doctored Speech 3

samples with different text in them. Here the authentication or verification of the
person happens only extracting features that capture the nature of the voice.

Finally, the architecture of ASpR system can be modified for two commercial
applications: Automatic Speaker Identification (ASI) and Automatic Speaker Veri-
fication (ASV). ASI is the task of finding the identity of the speaker from a set of
already enrolled voices. It determines the speaker in the given speech signal and it
can be better understood if considered as a multi-classification problem where the
classes are the set of enrolled speakers and the system has to determine the class of
the input sample. In the case of ASV the task of accepting or rejecting the person
claiming to be the actual speaker. It is more of a one-to-one matching task where the
persons voice is matched with the voice signature of the enrolled speaker. To un-
derstand this better this scenario can be considered as binary classification problem
where the classes are true speaker or imposter and the system has to determine the
input sample belongs to which class.

Before the introduction of End-to-End models the process of ASpR whether ASI
or ASV can be outlined in an orderly manner using four main modules: (i) Pre-
processing (ii) Feature Extraction (iii) Modeling (iv) Matching/Decision Logic. The
preprocessing needed in the case of ASpR systems are mainly speech enhancement
techniques such as denoising and channel compensation as filtering effects from the
medium of the signal can also cause distortion. Chowdhury et al., 2008 proposes a
technique to subtract a suitable amount of noise from each frequency bin to prevent
any distortion of the speech. And significant performance improvement over the
spectral subtraction method was based on fast noise estimation proposed by Jun and
He, 2010. Wei Wu, Zheng, and Mingxing Xu, 2006 provides a MAP based channel
compensation technique for their ASpR system. After enhancing the signal speaker
dependent features are extracted which have large inter-speaker and small intra-
speaker variability. This can be done on two levels using low level (Kishore et al.,
2006), (Chakroborty and Saha, 2009) and high level (Campbell et al., 2007),(Phillips
etal., 2000) feature extraction techniques. The modeling part can have three different
perspectives, thatis, speaker model generation (Aronowitz and Burshtein, 2005), im-
poster modeling (Kim, Kim, and Hahn, 2006) and cipher/Encryption (Enayah and
Samsudin, 2007. Then comes the Decision Logic/Matching where the main scope of
improvement or experimentation is done in score normalization (Jain, Nandakumar,
and Ross, 2005), (Ramos-Castro et al., 2007. With recent advances in deep learning
a wide range of changes appeared in the architecture of the ASpR replacing the in-
dividual blocks with deep neural networks (Lei et al., 2014),(Zeinali et al., 2016).
Various schemes such as d-vector (averaged activation from the last layer of the
DNN) and b-vector(using basic binary operation to form a high dimensional vector
with augmentation) were used to replace individual feature extraction and binary
classification blocks respectively (Variani et al., 2014) (Lee et al., 2014). With the en-
try of end-to-end systems which takes raw audio as input and give log probabilities
as output have completely replaced the need for individual specific purposed block
with CNN blocks that are arranged back to back to give results that by far exceeds
the performance of the traditional models. To further improve on the convergence
rate, performance and reducing the number of trainable parameters Ravanelli and
Bengio, 2018 introduced an ASpR end-to-end model Sincnet that replaces the normal
CNN layer with a sinc function based convolution layer that encourages to capture
even more meaningful features than the low-level speech features captured by the
CNN filters.
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1.2.2 Spoofing in ASV Systems

ASV system are more fast and efficient as compared to ASI systems. The reason be-
ing that in ASV system the single comparison of the input signal with the reference
pattern makes it a more tractable problem as compared to the huge number of com-
parisons that are needed in ASI systems. This feature of the ASV can has its own ad-
vantages and disadvantages. Its advantage being that its less complex nature makes
it more scalable for commercial applications but this same reason leads to its down-
fall that it is more vulnerable to spoofing attacks. The commercial applications of
ASYV are related towards bio-metric operation, log-in credentials, authorizing bank-
ing transactions and many more. Which makes the issue of dealing with spoofing in
ASV even more of an emergency then it was ever before.

If we were to examine the use of ASV systems, its main purpose is to verify the
speaker signal by matching the signal with the target pattern and nothing else. With
the recent advances mostly all the ASV systems are evaluated using casual attacks
that require zero-effort (also called zero-effort attacks). These casual zero-effort at-
tacks can range from a person trying to mimic the voice of target speaker to record-
ing the voice of the target speaker (in an uncontrolled environment) and playing the
recording in-front of the ASV system. The current ASV systems are robust to such
attacks and tend to achieve high accuracy (low EER) when such attacks are thrown
at them.

With the recent advances in technology, the stress test done on ASV systems
using zero-effort attacks and evaluating the robustness of the system on the basis of
those attacks is no where near the real world scenarios. Alegre, Janicki, and Evans,
2014 in their paper carried out experiments to asses the threat of spoofing attacks of
varied degrees on ASV systems (a detailed explanation of the spoofing attacks will
be given in the next few chapters) and it was shown that ASV system when tested
with the attacks using current technology will incur a huge dip in performance. Thus
proper proactive stress tests must be designed to evaluate the performance of the
system. And most importantly it is very necessary to spread awareness regarding
such malicious attacks that the ASV system is vulnerable to. One such initiative is
the ASVspoof challenge which will be described in the next section.

1.3 ASVspoof

To spread awareness about presentation attacks and to conduct research in a sys-
tematic manner Automatic Speaker Verification Spoofing and Countermeasure Challenge
(ASVspoof) was designed. This challenge was originated from the special sessions
about spoofing and countermeasures for ASV during the INTERSPEECH 2013 and
has been conducted every alternate year since then. The vision of this challenge
was to bring awareness about spoofing, build a competitive environment to fabri-
cate self-contained anti-spoofing countermeasures in parallel to the ASV system and
to congregate a body to collect and distribute databases that are evaluated on the ba-
sis of standard protocols and metrics (Wu et al., 2017). The latest spoofing challenge
was ASVspoof2019 in which the data and protocols were based on VCTK corpus that
encompassed two partitions for the assessment of Logical access(LA) and Physical
access(PA) scenarios. With full descriptions available in the ASVspoof2019 evalua-
tion plan (consortium, 2019). To get a better understanding of the datasets used for
the experiments in the thesis a brief comparison between the ASVspoof challenges
is given in the subsection below .
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1.3.1 Comparison between ASVspoof challenges

The first edition was about ASV spoofing was held in 2013 and was only focused
on spreading awareness about the security threat that spoofing attacks can cause
for ASV systems, ASVspoof 2015 was the first ever challenge to held on this topic.
It provided a playground that allowed the development and comparison of various
countermeasures on a common dataset with well defined protocols and metrics. The
task of this competition was to develop a stand-alone spoofing countermeasure that
can distinguish between spoofed and human speech. The 2015 challenge was solely
based on the development of countermeasures that could on detect TTS and VC
spoofing attacks. While the next ASVspoof challenge held in 2017 was only focused
towards developing countermeasures that could detect only replay based spoofing
attacks.

Although the 2017 challenge was a success the dataset had some major flaws like
uncontrolled environment during the creation of replay attacks which made it im-
possible to perform proper analysis on the given dataset. Due to this a new version
of the dataset was published with controlled acoustic environments and meaning-
ful replay characteristics that allowed improved and more general analysis for the
replay attacks. while both of these challenges showed that there is lot of scope im-
provement in distinguishing spoofed and human speech. The ASVspoof 2019 chal-
lenge came along with its new and improved dataset. It was the first challenge that
focused on all three types of spoofing attacks: TTS, VC and replay attacks. Although
the attacks were build from the same VCTK dataset used in previous challenges but
latest models and SOTA VC and TTS technologies were used to develop the attacks.
The new dataset managed curated and recorded signals in a carefully controlled en-
vironment that gave even more revealing analysis than before (Wang et al., 2019).

1.3.2 Database Details
Logical Access

The ASVspoof database was fully Logical Access based and was generated accord-
ing to a diverse mix of 10 different speech synthesis and voice conversion systems.
The ASVspoof 2015 database was based on corpus called “SAS corpus” further ad-
ditional process such as removing broken files, trimming some silence frames, etc.
for convenience. The LA database for ASVspoof 2019 contains bonafide speech and
spoofed speech data generated using 17 different TTS and VC systems.Data used for
the training of TTS and VC systems also comes from the VCTK database but there
is no overlap with the data contained in the 2019 database. Six of these systems are
designated as known attacks, with the other 11 being designated as unknown at-
tacks. The training and development sets contain known attacks only whereas the
evaluation set contains 2 known and 11 unknown spoofing attacks. Among the 6
known attacks there are 2 VC (Matrouf, Bonastre, and Fredouille, 2006) systems and
4 TTS(Morise, Yokomori, and Ozawa, 2016),(Oord et al., 2016), (Tanaka et al., 2018)
systems.

Physical Access

The bonafide data and spoofed data contained in the PA database are generated ac-
cording to a simulation of their presentation to the microphone of an ASV system
within a reverberating acoustic environment. Replayed speech is assumed first to
be captured with a recording device before being replayed using a non-linear replay



6 Chapter 1. Introduction

device.Training and development data is created according to 27 different acoustic
and 9 different replay configurations. Acoustic configurations comprise an exhaus-
tive combination of 3 categories of room sizes, 3 categories of reverberation and 3
categories of speaker/talker2-to-ASV microphone distances. Replay configurations
comprise 3 categories of attacker-to-talker recording distances, and 3 categories of
loudspeaker quality.

ASVspoof challenges are focused on promoting awareness and fostering solution
to spoofing attacks generated from state-of-the-art TTS, VC and replay technolo-
giesEvans, Kinnunen, and Yamagishi, 2013Wu et al., 2017. These challenges have
recently adopted an evaluation metric to asses impacts of standalone anti-spoofing
system to a fixed ASV system. This new primary metric is called t-DCF Kinnunen et
al., 2018a and EER is now considered as the secondary metric.The following presents
a summary of the specific characteristics of the performance measures and baselines.

1.3.3 Performance measures and baselines

The recent challenge ASVspoof2019 emphasizes the assesment of tandem systems
consisting of both a spoofing countermeasure(CM) and an ASV system(provided
by the organiser). The performance of them combined systems is evaluated via the
minimum normalized tandem detection cost function of the form:

t — DCF(s) = miny{ PR (s) + P™(s)} (1.1)

where B depends on application parameters(priors, costs) and ASV performance(false
accept and false reject rates), while Pmiss(s) and Pfa(s) are the CM false reject and
CM false accept rates at threshold s. The minimum in (1) is taken over all thresholds
on given data(development or evaluation) with a known key , corresponding to or-
acle caliberation. While the challenge ranking are based on pooled performance in
either scenario(LA or PA), results are also presented when decomposed by attack.
In this case, B depends on the effectiveness of each attack. In particular, with every-
thing else being constant, B is inversely being proportional to the ASV false accept
rate for a specific attack: the penalty when a CM false rejects bonafide sample is
heigher in case of less effective attacks. Likewise, the relative penalty when a CM
false accepts spoofs is heigher for more effective attacks. The EER serves as a second
metric. The EER corresponds to a CM operating point with equal false reject and
false accept rates. And was the primary metric for previous editions of ASVspoof.
Without a link to the impact of CMs upon the reliability of an ASV system, the EER
may be more appropriate as a metric for fake audio detection, that is where there is
no ASV system.

ASVspoof2019 adopted two CM baseline systems. They use a common Gaus-
sian mixutre model(GMM) back-end classifier with either constant Q cepstral coef-
ticient(CQCC)Todisco, Delgado, and Evans, 2017 features or linear frequency cep-
stral coefficient(LFCC)Sahidullah, Kinnunen, and Hanilgi, 2015 features.Todisco et
al.,, 2019

1.4 Contributions

This thesis is written to put forward not only the countermeasure systems developed
during the tenure of this work but also in the best interest of acting as an up-to-date
resource stating the state-of-the-art SS and VC technologies being used as spoof-
ing attacks and countermeasure or anti-spoofing systems being developed to tackle
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these attacks till date. The entirety of the work in this thesis is done to facilitate the
robustness and reliability of the ASV system. Every countermeasure covered in this
work is so developed to extract distinctive features that enhance the difference be-
tween natural and spoofed speech so as to eliminate the the spoofed samples before
it reaches the ASV system for speaker verification. It is to be noted that the extracted
features are independent of the speech content of the signal and only focuses on the
artifacts generated by the spoofing attacks. And the metric used to evaluate each and
every countermeasure system in this work is exactly the same as used in ASVspoof
challenge (Wu et al., 2017), (consortium, 2019) , that is, tandem - Detection Cost
Function (t-DCF) (Kinnunen et al., 2018b) and Equal Error Rate (EER). To develop a
better understanding of how various spoofing techniques and countermeasure sys-
tems have developed over time few chapters are dedicated to give a brief overview
about them. The brief description of the contributions of this work are as follows:

e An overview of the trends in non-proactive and proactive spoofing attacks

e Traditional handcrafted feature and end-to-end countermeasure system are
trained and evaluated on modern spoofing attacks in order to perform a fair
comparative analysis on them.

e Initial results on the ASVspoof2019 dataset on Wavelet based end-to-end ar-
chitectures. These architectures are based on the Wavelet Scattering Transform
and the discretized Continuous Wavelet Transform as feature extractors.

e Improvements in performance on the Sincnet architecture baseline Zeinali et
al., 2019 when results are fused from the said Wavelet based architectures with
the outputs from the Sincnet architecture.

e Progress towards Parametric learn-able filters using wavelet based parametric
filters in order to get insight about the prominent frequency bands responsible
for distinguishing spoof and human samples

1.5 Thesis Organization

The organisation of the thesis is discussed in detail below:

e Chapter 2 discusses the trends in the development of voice conversion and
Text-To-Speech systems and the systems used in ASVspoof 2019 database. And
give an over view about non proactive and proactive spoofing attacks.

e Chapter 3 gives an overview about the methodologies used over the span of
ASVspoof challenge to develop countermeasures for spoof detection. The top-
ics discussed will be related to the trends in preprocessing, feature extraction
and various architectures used from classification.

e Chapter 4 discusses about the experiments carried out using traditional hand-
crafted countermeasure systems(separate feature extractor and classifier) and
test whether they are reliable enough against spoofing samples created by
SOTA spoofing models.

e Chapter 5 introduces the concept of Continuous wavelet transform (CWT) and
wavelet scattering transform (WST) and discusses about the proposed end-
to-end architectures using CWT and WST as feature extractors to distinguish
between spoof and bonafide samples.
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e Chapter 6 gives an insight about the major frequency bands and scales re-
sponsible for spoof detection. This is done using wavelet based parametric
learn-able filters.

It is worth mentioning that Chapter 2 and Chapter 3 give a brief description re-
garding the progress in spoofing attacks and Countermeasure systems, respectively.
Furthermore, the rest of the chapters are self-sufficient, and each one of them builds
a case for the subsequent chapter.



Chapter 2

Spoofing Systems

2.1 Introduction

ASV system is considered as a matured technology. It has its applications in foren-
sics, surveillance systems, access control and many more. But ASV systems which
lack security measures are vulnerable to spoofing attacks. The attacks tend to exploit
the weak points of the ASV systems at two main levels: Sensor level and software
level. The replay attacks are used to fool the ASV at sensor level by playing recorded
sample of the target speaker. While the TTS and VC systems are used to attacks the
ASYV at software level by feeding in synthetic or voice converted samples that match
the voice pattern of the target speaker. In order to build spoofing systems it is im-
portant to have an appropriate knowledge of these spoofing systems. Another per-
spective to categorize the spoofing systems is through intention of the development
of the spoofing attacks: non-proactive and proactive attacks. This perspective about
spoofing attacks will be discussed in the 2.5 section of this chapter.

One way to measure the progress of the spoofing systems is to have a brief idea
about the spoofing attacks used in the ASVspoof challenge. The reason that this
might be a fair way to get an idea about the spoofing systems is due to the fact that
the main motive of the ASVspoof challenge initiative was to gain awareness and
build a standard method for competitive evaluation of countermeasures developed
in order to protect the ASV systems against the so called moving target of VC, TTS
and replay technologies. The section 2.3 will discuss about the underlying technol-
ogy for spoofing attacks used in ASVspoof 2015 dataset. And the spoofing attacks
used in ASVspoof 2019 will be discussed in the section 2.4 of this chapter.

2.2 Types of spoofing attacks

As already discussed in section 1.3.2 the spoofing systems can attack the ASV at
two levels, Senor level that is the physical access attacks and Software level that is
the Logical access attacks. For the scope of this thesis we will only discuss Logical
access attacks. The Logical access attacks are of two types: Text-to-speech and Voice
conversion based systems. A brief description about them are as follows:

221 Text-to-speech systems

As the name suggests the main goal of TTS is to generate intelligible human like
speech from text. The conventional method of doing this can be summarized as fol-
lows : text analysis, text normalization, text processing, grapheme-to-phoneme con-
version and speech synthesis. Text analysis processes the input and divided them
into small tokens like words and sentences. Text normalization is the removal of
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punctuation’s and converting the upper case letters to lower case. The process of as-
signing phonetic transcription to word is called grapheme to phoneme conversion.
Finally speech is synthesised from the phonetic transcriptions.

2.2.2 Voice Conversion Systems

The main objective of voice conversion systems is to use the natural voice of the
attacker and convert it into the target voice. The voice conversion system directly
work on speech unlike the TTS which require text. Modules like vocoders that gen-
erate the speech are common in both. The application of voice conversion lies in
many areas such as (a) restoration of helium speech (b) mimicking voice for creating
spoofing attacks and (c) preprocessing speech for recognition to make the speech
recognition system more robust and reliable.

2.3 History of Spoofing Systems

This section gives a brief overview of the logical access spoofing systems used to
make the ASVspoof 2015 dataset. Here are some of the TTS and VC systems used in
ASVspoof 2015 dataset:

e Simple voice conversion technique which only modifies the first coefficient of
Mel-Cepstral coefficients.

A naive frame-selection based voice conversion.

o HMM-based speaker-adapted speech synthesis

Voice conversion system based on maximum likelihood estimation of spectral
parameter trajectory

MaryTTS unit selection based text to speech system

2.3.1 Unit selection based text to speech system

The most common speech synthesis system before the arrival statistical parametric
speech generation was the unit selection technique which was based on the concept
of picking up part of word or sub-words from a database of large vocabulary of
sub-words and stitch them together to form an utterance.But this technique with
its advantage of high quality speech due to waveform concatenation had several
downfall as follows:

e Discontinuity present in the output sample due to stitching of various small
utterances.

o Hit or miss during selecting the part of words.
e Huge memory requirement due to large vocabulary database size.

e Lack of customisation in the utterances selected, that is to portray all possible
intonations and prosodies the database size will increase exponentially.

The concept of unit selection and how to minimize its disadvantages is better
explained by the following example:



2.3. History of Spoofing Systems 11

targetcost (u;)
totalcost (u;) = Wi % | joinCost (u;, u;j_1) (2.1)
scost (u;)

The unit selection generally consist of two types of costs, One for defining how
well the sub-word candidate matches the target unit. This costis called the targetCost.
Another cost is the joinCost that defines how well the selected unit candidates can
combine at the joins. Apart from this “MARY TTS unit selection and HMM-based
voices for the Blizzard Challenge 2013” has proposed a cost function to select the best
candidate with the main objective of minimizing the total cost given in ?? where u;
is the i'h unit candidate; c is the cost vector; and w is the weight vector for these
features. In addition to these two costs, each unit candidate is associated with a
precomputed sCost. The statistical cost (sCost) is calculated as follows:

e Segment labels are estimated on the basis of the recorded speech and transcrip-
tions from prompts

e The labels, transcriptions and the recording are used to create the HMM based
voices. The author used HMM-based voice with a stable, not too expressive,
narrative style to create a neutral voice from the audiobook data.

e spectral parameters,that is, Mel generalised cepstrum (mgc) features are ex-
tracted from the recordings

e HMM-based voices with the transcriptions provided are used for generating
spectral features in the MARY TTS framework. For performing the alignment
labels (phone durations) generated for each sentence are also kept.

e Forced alignment between the extracted spectral features and generated Mel
cepstrum parameters are done using labels and dynamic time warping (DTW).
Then finally calculate an optimum path sCost measure. Mahalanobis distance
between the extracted spectral feature vector and generated mel cepstrum pa-
rameters vector is used to find the optimal path which is divided by the num-
ber of frames in the recorded segment and in the generated segment, that is
the sCost. Here Mahalanobis distance is the criterion for finding the optimim
path.

2.3.2 HMM-based speaker-adapted speech synthesis

To cover up for all the dis-advantages of the unit selection statistical parametric
speech synthesis techniques were preferred for speech synthesis. This concept is ex-
plained using the examples of HMM-based speaker-adapted speech synthesis (“The
HMM-based speech synthesis system (HTS) version 2.0.”). The process of speech
synthesis using HMM'’s can be divided into two phases: training and synthesis
phase. The training phase is similar to that of the speech recognition systems. The
only difference between the training phase of speech synthesis and speech recogni-
tion is where the context dependent HMM'’s are modeled using the spectrum param-
eters which are the MFCC and its delta features, and excitation parameters(log fun-
damental frequencies (logFy)) that are extracted from the speech database. The con-
text dependent HMM'’s use the phonetic, linguistic, and prosodic contexts to model
the sequence. Multi-space probability distribution(MSD) and probability density
function(PSD) are used to model parameter sequence that are multi-dimensional
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FIGURE 2.1: Overview of a typical HMM-based speech synthesis sys-
tem. “The HMM-based speech synthesis system (HTS) version 2.0.”
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tively.

The inverse of speech recognition is the process of speech synthesis. First, context-
dependent label sequence is made from an arbitrarily given text that is to be syn-
thesized, and then we concatenate the context dependent HMM'’s according to the
sequence labels to form an utterance HMM. Second, the state duration PDF’s are
used to determine the state duration’s of the utterance HMM. Third, to generates
the sequence of spectral and excitation parameters the speech parameter generation
algorithm is used. Finally, using the corresponding speech synthesis filter(MLSA) a
speech waveform is synthesized directly from the generated spectral and excitation
parameters. To get an idea of the speech generation algorithm used refer to “The
HMM-based speech synthesis system (HTS) version 2.0.” And the while sequence
of training and synthesis is depicted in the following figure 2.1.

Some of the other TTS based systems used in ASVspoof 2015 were also similar
to HMM-based speech synthesis with other modifications like speaker adaptation
and constrained structural maximum a posteriori linear regression (SMAPLR) based
algorithm (Yamagishi et al., 2009)

2.4 Current trends in VC and TTS

The collection of VC and TTS based spoofing attacks used in the ASVspoof 2019 is a
result of huge amount of effort with contributions from various institutions and labs.
There are a total of 19 VC and TTS based spoofing models that combined together
form the database. All of these 19 spoofing attacks are the latest SOTA level models
that were released mostly during or after 2018. 6 of these spoofing systems were
known spoofing attacks, that is they were present in the training and development
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set of the database while all the other spoofing models were unknown attacks and
were part of the evaluation set. To give the readers an understanding about the
current SOTA systems of VC and TTS this section will give you a brief overview of
few of the spoofing attacks used in the ASVspoof 2019 dataset.

e One of the attacks are based on neural-network (NN)-based TTS system.It uses
a powerful neural waveform generator called WaveNet(Oord et al., 2016) .
WaveNet vocoder can produce high-quality speech that fools CMs. Other at-
tacks similar to this one are also present in the database but with different
vocoders like WORLD vocoder or using the vocoder from merlin toolkit (Wu,
Watts, and King, 2016).

e TTS systems based on concatenation of waveform, major advantage of using
this is because it preserves the short-term acoustic features of natural speech
(Schroder et al., 2011).

e VAE based voice conversion system. This can be used because of its ease to
build as compared to other traditional VC models and most importantly it
does not require parallel speech data (Hsu et al., 2016).

e Voice conversion system based on transfer function which is known for in-
creasing the false acceptance rate in the ASV system (Driss, Bonastre, and Fre-
douille, 2006).

e GAN post filter based TTS system used to better mask the differences between
natural and spoofed speech (Tanaka et al., 2019).

o A statistical parametric based TTS system which is real time and is based on
Vocaine vocoder. Its main advantage is that it can run on mobile and reduce
computational load (Zen et al., 2016).

e Transfer learning based end-to-end TTS called the Tacotron 2 (Shen et al., 2018),
that uses knowledge from the field of ASV and applied to perform voice con-
version.

e A NN-based system that does the job of both VC and TTS system. This approch
produces waveform using a waveform modification method (Kobayashi, Toda,
and Nakamura, 2018, Li, Swersky, and Zemel, 2015).

e VC system thatis based on the idea that was originally used by text-independent
ASV systems. It is based on i-vector based on transfer learning method where
the pre-training is done to optimize the ASV system. The system is based on
i-vector PLDA system that is then directly used to define the voice conversion
function in a regression setting. MFCC features are used as input to generate
speech from vocoder (Kinnunen et al., 2017).

2.5 Non-proactive and proactive attacks

This section focuses on a broader issue about the attacks used in ASVspoof 2015
and 2019 database. Even though the ASVspoof community are using SOTA VC and
TTS systems to build their database there is still one issue that does not make the
countermeasures developed to protect the ASV systems up to the level that it can be
used in real world scenarios. The TTS and VC systems main objective or goal is to
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model the human voice and this can be done by minimizing the difference between
the spectral representation of the human voice from that of the TTS or VC model.
These systems are designed to mimic the human voice but not to break the ASV
system. The maximum they can do is to stress test the ASV system but not wreck it.
Attacks posed by these kind of spoofing systems are called non-proactive spoofing
attacks. And the attacks that are particularly designed to break the ASV system are
called the proactive attacks.

In order to level up the game of security of the ASV system and make the ASV
more robust it is not only important to develop countermeasures but also to think
from attackers perspective because it will give a new perspective towards building
the ASV system. It will give an insight about the weak links in the ASV system that
the attacker can exploit. If an attacker were to attack an ASV system the most feasible
part to attack to break the ASV was the functional module. But that is not possible as
to do that the attacker needs to have some prior knowledge about the ASV’s internal
working. Another way to proactively attack the ASV system with spoofed samples
that are specifically designed to break it. Such kind of spoofing attacks are called
adversarial attacks. they are popular in image domain but not so much in speech.

FIGURE 2.2: non-proactive attacks and proactive attacks with black,
white and grey box ASV’s (Das et al., 2020)
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In figure 2.2 The part a) is an illustration of the non-proactive attacks whereas
the part b) describes the various scenarios that are possible when carrying out the
proactive attacks/ adversarial attacks. In case of black-box ASV the attacker has
zero knowledge about the internal working of the ASV and the only thing to gener-
ate the attack for the ASV are the output scores given by the ASV system. In case of
grey-box ASV the attacker has a little more option to play with than before. It still
does not have the full access to the statistical model used in the ASV but it has some
idea about the internal working. For white-box ASV the attacker has full knowledge
about the ASV and this means the security of the system is at great risk. The concept
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of building an artificial signal that is modified specifically break the attacked system
is recent but not that uncommon. Such signals tend to have zero resemblance to hu-
man voice. Thus, this can be counted as one kind of adversarial attack but another
kind which is not so common and will be more practical in the ASV spoofing sce-
nario is the one where the signal is indistinguishable from human speech but is still
capable of breaking the ASV system. An examples of such adversarial attacks are
based on fastgradientsignmethod which have done their experiments on black-box
and white-box attacks with same ASV’s (Li et al., 2019), another example is FakeBob
that use black-box attacks by adding artifacts to human speech similar ot the previ-
ous example but uses various ASV’s to get a practical idea (Chen et al., 2019).
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Chapter 3

Countermeasure Systems

3.1 Introduction

In early years the selection of appropriate features for a given classification prob-
lem is an important task. But with the use of end-to-end deep learning and other
similar techniques this classic boundary to think between a feature extractor and a
classifier as separate component is getting increasingly blurred. But in the context
of anti-spoofing the research on the feature extractor or front-end component still
holds importance. This allows the utilization of prior knowledge of Digital signal
processing and speech to shape the design of new discriminative features. For in-
stance, past experience show that a speech generated using an approximate model
such as TTS or VC systems cannot capture all the spectral complexities that a vocal
tract system generates. Hence, there will be a significant difference between system-
based features for natural and synthetic speech (Sahidullah, Kinnunen, and Hanilgi,
2015) (Wu, Siong, and Li, 2012). Moreover, these spectral features are extracted and
processed frame-wise while the human speech production is a continuous process.
These initial findings sparked further research into developing advanced front-end
features (Sahidullah, Kinnunen, and Hanilgi, 2015) (Wu et al., 2013). To give an idea
of the previously used architecture to detect spoofing attacks given in ASVspoof
2015 dataset are given in the Figure 3.1

FIGURE 3.1: Block diagram of a typical presentation attack detection
system mostly used in ASVspoof 2015. (Sahidullah, Kinnunen, and

Hanilgi, 2015)
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3.2 History of countermeasure Systems

The research work in anti-spoofing was divided into one of the following two cate-
gories: Front end Feature learning and Back end classifiers. The front end features
are of many types, here are some to name a few: system-based features, source-
based features, source-filter interaction features ,scattering cepstral coefficients, fun-
damental frequency variation features, short-term power spectrum features, short-
term phase features and spectral features with long term processing. A list of fea-
tures used in ASVspoof 2015 as to develop countermeasure systems is given in table
3.2.The first three features are based on type of information, That is the system-based
features capture the perception mechanism occurring in the ear, the source-based
features capture the mechanism of the vocal tract system, source-interaction features
captures the interaction between the excitation source and the vocal tract system. All
of these features tend to represent attributes of natural speech. Hence, any discrep-
ancy from the characteristics of natural speech might be properly represented using
these features. And the above feature sets are hand-crafted and consists of fixed se-
quence of standard signal digital processing operations. Al the features mentioned
are either trying to model human speech or trying to model the perception model.
So we can say that the features after the first three features belong to either one of
the three features. To have a proper understanding of the front-end features the
system-based features, source based features and source filter interaction features
are explained as follows:

FIGURE 3.2: Details about the front-end features used in ASVspoof
2015 and their respective EER’s. (Sahidullah, Kinnunen, and Hanilgi,

2015)
System Avg. EER for System
Identifier|known|unknown| all Description
A[129] 10408 2.013 |L.211 Features: mel-frequency cepstral coefficients (MFCC),

Cochlear filter cepstral coefficients plus instantaneous frequency (CFCCIF).
Classifier: GMM.
B [130] | 0.008 [ 3.922 [1.965 Features: MFCC, MFPC,

cosine-phase principal coefficients (CosPhasePCs).

Classifier: Support vector machine (SVM) with i-vectors.
C[131]]0.058| 4.998 |2.528 Feature: DNN-based with filterbank output and their deltas as input.
Classifier: Mahalanobis distance on s-vectors.
D[132]10.003 | 5.231 |2.617 Features: log magnitude spectrum (LMS),

residual log magnitude spectrum (RLMS), group delay (GD),

modified group delay (MGD), instantaneous frequency derivative (IF),

baseband phase difference (BPD), and pitch synchronous phase (PSP).
Classifier: Multilayer perceptron (MLP).

E[133] |0.041| 5.347 |2.694 Features: MFCC, product spectrum MFCC (PS-MFCC),

MGD with and without energy, weighted linear prediction group delay
cepstral coefficients (WLP-GDCCs), and MFCC
cosine-normalised phase-based cepstral coefficients (MFCC-CNPCCs).
Classifier: GMM.

3.2.1 System-based features

The TTS or VC models for generating human like speech need to develop a mecha-
nism to very closely approximate the model of the spectral representations that are
perceived by the human ear. But however close the approximation models are to
modelling the spectral representations they cannot exactly capture the patterns cre-
ated or the structure of the vocal tract or this is what was true until deep learning
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models came into picture. So the spoofed samples used in ASVspoof 2015 dataset
could be easily distinguished by the human ear. From the above discussion we can
infer that in order to distinguish between spoofed and human samples one needs to
build some sort of handcrafted features that can exploit and implant the perception
mechanism of the human ear.

FIGURE 3.3: Frequency response for a Mel filterbank with 20 filters
and Frequency response for cochlea filterbank with 14 filters
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If we study the mechanism of the human ear we observe that the speech sound
reaches the inner part of the human ear where the cochlea is present and inside it
basilar membrane (BM) is present. This causes the BM to vibrate. These vibrations
are not random in nature instead they vibrate at different regions for different tone
of sound. This means we can consider the cochlea as a sub-band filterbank that can
produce various frequency responses for different input frequencies. As you can see
such phenomenon can be captured by certain signal processing abstractions. Such
abstractions were brought to us by the MFCC features which have their center fre-
quencies aligned according to the Mel scale and have symmetric nature triangular
filterbank. These filters are compressed at low frequencies and well spaced at high
frequencies. However the auditory filters also called the cochlea filters are asym-
metric in nature which bring us to Cochlear Filter Cepstral Coefficients (CFCC) (Pa-
tel and Patil, 2017a) which use auditory transform (AT) (Tank et al., 2015) that use
sub-band filters that are designed to potray the hearing mechanism of the ear. The
frequency response of both the mel filterbank and the cochlea filterbank is given in
figure 3.3

3.2.2 Source-based features

As discussed in section 3.2.1 the TTS and VC in order to sound human like need
to model the human voice very closely but their approximation model cannot do
so perfectly. The spoofing systems can also exploit this incapability of the spoofing
systems to distinguish between spoof and human speech. In order to exploit this in-
capability of the spoofing systems one needs to build the handcrafted features that
captures the dynamics of the vocal tract. The source based features are exactly sup-
posed to do that. Fundamental frequency (), strength of excitation (SoE), Linear
prediction (LP) and non-linear prediction (NLP) are some of the source based fea-
tures that were used in ASVspoof 2015 challenge to distinguish between spoof and
human samples.

Fy and dynamic variations of SoE that are derived from the speech and the exci-
tation source. When speech is produced by the vocal tract, the vibration of the vocal
fold affect the Fy and amplitude of the speech. This variation of fundamental fre-
quency and strength of excitation is absent in synthetic speech produced using the



20 Chapter 3. Countermeasure Systems

Input

Spé)ech — Auditory Basilar Nerve Spike Loudness DeT cree

Signal Transform Membrane Density Function > ™ ropre *‘mm“ on
(a) CFCC extraction process

. " Mel-Scale

Speech | Framing/ Fourier Subband . m

Signal windowing ‘ Transform ;2:;; [ energies Logarithm || DCT Ly MFCC

(b) MECC extraction process

FIGURE 3.4: Block diagram for MFCC and CFCC extraction process

TTS or VC systems. And the motive for using NLP based countermeasures was due
to the qualities of various NLP schemes of capturing the non-linear dependencies
that natural speech have. Using source based features alone for detecting spoof-
ing attacks are proven not be sufficient, and they do not provide comparable results
to the system based features. But when score level fusion of the source based and
system based features they do improve the performance as compared to the system
based features alone.

3.2.3 Source-filter interaction features

In section 3.2.1 and 3.2.2 we discussed about handcrafted features that captures the
properties of perception mechanism of ear and source excitation model of the vocal
tract. But there is one more important feature that is responsible for the naturalness
of the speech produced by the vocal tract, that is the non-linear interaction between
the excitation source and the filter. This sort of interaction between the source and
the filter is even more difficult to model by the text-to-speech or Voice conversion
systems.

FIGURE 3.5: Block diagram of a typical presentation attack detection
system mostly used in ASVspoof 2015. (Patel and Patil, 2017b)

&0 Time-domain residue Decision

} ——
Speech & (O—
Si 1 " e i Magnitude MEL .
ignal Glottal 2(t) d ( ) &) S Sz warping —* GMM Natural
o s Y 6 —  Structure classifier W
Waveform dt E

Estimation Spoofed

1 Magnitude 3
e e — MEL warping —l
() S ——

Spec‘;mm — MEL warping P Frequency-domain residue

The work proposed in Patel and Patil, 2017b, the voice excitation source (i.e., dif-

ferenced glottal flow waveform, (g)(t)) is estimated and Liljencrants—Fant model is
used to model the voice excitation source, to get coarse structure, g.(t). Then dif-

ference between (g)(t) and g.(t) gives g,(t) which is known as the residue. This
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residue is known to capture the nonlinear S—F interaction. And the authors also no-
ticed that during the time domain, if L2 normalization is applied to g.(f) in various
stages of the glottis can also be considered as features. And in frequency domain,
if the g,(f) is represented at Mel scale shows significant improvement over MFCC
features alone. Residual energy features, Mel representation of the residual signal,
and Mel frequency cepstral coefficients (MFCC) when fused at score level gave an
EER of 0.017%, as compared to the 0.319% obtained with MFCC alone. Furthermore,
same process of calculating of the residues was also done on spectrogram of (g)(t)
and g.(t) can also be used for the spoof detection task. The proposed approach for

glottal source features for spoof detection is given in figure 3.5

3.3 Current trends in Countermeasures

An alternative approach, seeing increased popularity across different machine learn-
ing problems, is to learn the feature extractor from given data by using deep learning
techniquesTian et al., 2015. This work uses deep neural network to generate bottle-
neck features for spoofing detection, that is the activation of the hidden layer with a
relatively small number of nodes compared to the size of the other layers. The study
in Qian, Chen, and Yu, 2016 investigates various deep features based on deep learn-
ing techniques. General observation regarding front-end for speech spoof detection.
The first refers to the use of dynamic coefficientsSahidullah, Kinnunen, and Hanilgi,
2015. The first and second derivatives of static coefficients are found important to
achieve good spoof detection performance. This is not entirely surprising, since VC
and TTS may fail to model the dynamic properties of the speech signals, introducing
artifacts that help in spoof detection. The second refers to the use of speech activity
detection. This could be a database dependent observation, since in ASVspoof2015
corpus keeping the silence regions was beneficial for discriminating between natu-
ral and synthetic speech. This is likely due to the fact that non-speech regions are
usually replaced with noise during VC or TTS operation. Advances in back-end
classifiers: In anti-spoofing classification problem, two main families of approaches
have been adopted, namely generative and discriminative. Generative approaches
include those of GMM-based classifiersQian, Chen, and Yu, 2016 and i-vector rep-
resentations combined with SVMs. As for discriminative approaches, deep learning
based techniques have become more popular. Finally, new deep learning end-to-end
solutins are emergingLai et al., 2019. In-fact in ASVspoof2019 results the top 7 in LA
and top 6 in PA system used neural networks, which ensures that neural network is
the correct way to go in anti-spoofing classification problem.
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Chapter 4

Preliminary work: Wavelets vs
MEFCC

4.1 Introduction

The most popular handcrafted feature used for almost all speech related tasks from
speech recognition to speaker recognition are the MFCC features (Bhadragiri Jagan
Mohan and Ramesh Babu N., 2014)(Martinez et al., 2012). This can be due to the
ability of the mel cepstral features to capture the source based qualities of the human
speech. But with recent advancements in this field has led to the discovery of the
utility of wavelets in speech. Despite the prior knowledge of the MFCC the multi-
resolution analysis of the wavelets make them comparable to MFCC features. Such
sort of analysis allows them to capture features and small artifacts that are useful
in speaker recognition and speech enhancements (Turner and Joseph, 2015)(Lee and
Yoo, 2003). Due to such interesting set of researches presented for wavelet based
features and MFCC motivated us to do a comparative study for them in the scope of
spoof detection.

This chapter acts as a basis for all the experiments that are presented in the fu-
ture chapters of this thesis. The experiments performed in this chapter gives us an
idea about the credibility of the handcrafted features in detecting latest spoofing at-
tacks. Here the experiments are done on two spoofing databases: ASVspoof 2015
and ASVspoof 2019. The experiments done on the ASVspoof 2015 database will act
as a justification for our inclination towards wavelet based features instead of MFCC
features. The architecture used in our experiments will also act as bridge between
using separate handcrafted features as feature extractor and GMM as classification
model to using DNN as a substitute for both and even more blurs out the classic
boundary between a separate feature extractor and classifier. The experiments on the
ASVspoof 2019 database show the lack of credibility of the traditional handcrafted
features and gives us all the more reason to progress towards using end-to-end deep
neural networks and more recent techniques.

The rest of the chapter is organized as follows. Section 4.2 and 4.3 presents the
brief description of the MFCC and MWPC features used in the experiments. Sec-
tion 5.3 presents experimental details and results. Section 5.4 provides a discussion
of the experimental results while Section 5.5 concludes the chapter.

4.2 Mel Frequency Cepstral Coefficients (MFCC)

The human voice is a by product of the opening and closing of the vocal folds present
in the larynx due to the air pressure created by the lungs. And it is observed that the
shape of the vocal tract can be manifested in the envelope of the short time power
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FIGURE 4.1: MFCC feature extraction pipeline(Alam et al., 2016b).

spectrum. The strong point of the MFCC features are that they can accurately cap-
ture this envelope. Here is MFCC implementation pipeline given in the figure 4.1
and a brief description of the implementation of MFCC features used in our experi-
ments:

e Pre-emphasize is done to improve the signal to noise ratio, increase the high

frequency energies as they usually have smaller magnitudes compared to lower
frequency energies, avoid calculation difficulties in the later stage of the Dis-
crete Fourier transform. Equation 4.1

y(t) = x(t) —ax(t—1) 4.1)

Here y/(t) is the resultant signal after pre-emphasis on x where t denotes every
time sample. And & denotes the filter coefficient which is set to 0.97 for our
experiments.

Framing is done by splitting the signal into short enough time frames where
the frequency content of the signal remains stationary. This step is done on
the basis of an assumption that the frequency content of the signal does not
change for a very short period of time. This step will make more sense while
calculating DFT as it wont be able to accurately capture the frequency content
of the signal if the time window is too large.

Windowing is done to counter-react with effects of the assumption made by
DFT. DFT assumes that the signal chunk we get after framing is periodic and
infinitely repeating in nature. Due to this there are sharp transitions that create
high frequency noises. So to avoid the sharp transitions hamming window
function is multiplied to the framed signal to limit the value of the end to zero.

Discrete Fourier Transform (DFT) and Power Spectrum is calculated over the
framed and windowed signal. N-point Fast Fourier Transform can be used
to calculate the DFT. And then power spectrum can be calculated using the
formula given in equation 4.2

_ |FET (x)[*

p
N

(4.2)

Here value of N = 512 and x; is the i*" frame of the signal.

Filter Banks are computed using triangular filterbanks that are mel scaled.
They are applied in order to capture the energy at critical bands and to ap-
proximate the shape of the spectrum. Another important use of this step is to
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reduce the dimensionality of the extracted features. And as the filterbanks are
Mel scaled they tend to be more closely spaced at low frequencies and far apart
at higher frequencies. The equations to convert between Hertz (f) and Mel (m)
is given in 4.3

m = 2595log,, (1 + %)

43
f =700 (10m/%% —1) )

And the triangular filterbanks can be obtained using the following equations

given in 4.4
0 k< f(m—1)
k—f(m—1) _
Hy(k) = { Fo0-f-1) flm—1) <k < f(m) a4

Al fm) Sk < f(m+1)

0 k> f(m+1)

where m is the index of mel scaled filters, k is the number of DFT bins and f/()
is the list of mel scaled frequencies.

e Discrete Cosine Transform (DCT) is performed over the resultant filterbank
coefficients. The spectrum obtained from the above steps have some aspects
that are more relevant than others. When DCT is performed and out of the re-
sultant coefficients we keep the lower ones and discard the higher coefficients,
it tends to capture the important parts of the signal and discarding the extra
noise. Due to the properties in Fourier transform like they are made up of si-
nusoids which have integer cycles and the Fourier basis function start and end
at the same value, it does not do a good job at representing or approximating
the real human speech. Whereas the DCT are formed of cosines that have half-
integer number of cycles and it does not assume periodic extension it is more
suitable for representing the signal.

4.3 Mel Wavelet Packet Coefficients (MWPC)

I Speech signal Mel
|—I—‘ |—|—| | Windowing Wavelet
' u'-LIHL"N'H"" ' & Overlap Packet
ﬁ h ﬁ * l Transform
MWPC
feature .
B mean(abs(TKE)) vector .

FIGURE 4.2: Wavelet packet transform with Teager Keaser Energy
nodes on the left and the MWPC implementation on the right.
(Novoselov et al., 2016).

MWPC gives a detailed time-frequency analysis of the signal that can be used
in the countermeasures. It can leverage the multiresolution analysis offered by the
wavelet transform to capture the artifacts produced by spoofing techniques. The
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class of wavelet transform used over here is the wavelet packet transform. A figure
given in 4.2 for the feature extraction pipeline and brief description explaining the
implementation is as follows:

o The first few step like Pre-emphasis, Framing and windowing in MWPC are
similar to that of MFCC’s implementation given in 4.2.

e Teager Keiser Energy (TKE) is calculated for each frame. It is observed that
TKE is used for speech quality assessment because of its property to capture
more accurate energy that is more useful than the classical sub-band energies,
in the field of speech recognition. The computation techniques are more closer
to the human auditory system and how it corresponds to noise and meaningful
information perceived by the ear. The equation for the calculation of the TKE
is given in 4.5

Y(s(t)) =s(t)? —s(t—1)s(t+1) (4.5)
where s(t) is the sample of the signal in the frame.

o Wavelet Packet Transform (WPT) is applied to each of the resultant frame in-
stead of the STFT taken in MFCC feature. WPT is an extended form of Discrete
Wavelet Transform (DWT) where the discrete time signal is passed through
more filters than DWT. In case of DWT only the lower sub-bands are kept but
for WPT both the high and low sub-bands are retained. WPT is preferred over
STFT because of its flexibility of choosing / prioritizing the resolution of fre-
quency over that of time. Whereas in case of STFT both the resolution of fre-
quency and time are fixed for the entire analysis.

e Magnitude and power spectrum of the features of each frame are obtained.
Then Mel Scaled Features are obtained by a simple dot product of the log
energies with the mel scaled filterbank matrix.

e Principal Component Analysis (PCA) is applied to the resultant mel scaled
features to derive 12 coefficients that is then fed to the classifier for spoof de-
tection.

4.4 Delta and Double Delta

The cepstral vectors in the MFCC features are calculated for a small enough time
window assuming that the speech is stationary for it. This assumption of station-
arity allows the cepstral features to describe the speech only in an instantaneous
manner. This way of describing the speech signal would make sense if speech were
just concatenated sequence of phonemes, but in reality acoustic signals are more
accurately described as a sequence of transitions between phonemes.

Delta and double delta are one of the methods to capture transitions between
the phonemes. They are also called the velocity and acceleration coefficients respec-
tively. And are know for capturing the non-stationarity of speech signal. Delta is the
tirst difference of the signal features, whereas double delta is the second difference.

Ax = fr — fr1 (4.6)

AAy = A — Ay (4.7)
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A and AA are the delta and double delta features. f; is the feature at kth time
instant. respectively are found important to achieve good spoofing detection per-
formance. These delta and double delta features have show to improve the perfor-
mance of the countermeasure system’s Sahidullah et al., 2019. In some cases, the
use of only dynamic features is superior to the use of static plus dynamic coeffi-
cients Sahidullah, Kinnunen, and Hanilgi, 2015. This is not entirely surprising, since
voice conversion and speech synthesis techniques may fail to model the dynamic
properties of the speech signals, introducing artefacts that help the discrimination of
spoofed signals.

4.5 Experiments

The experiments carried out were focused on three main points:

e To compare the performance of wavelet based features as compared to that of
MFCC features.

e To explore the concept of deep features in the field of spoof detection.

e To test the credibility of handcrafted features on latest spoofing attacks from
the ASVspoof 2019 dataset.

4.5.1 Experimental setup

The audio used from the ASVspoof 2015 and 2019 dataset was trimmed down to
the length of the shortest signal for simplicity. Input to the classifier is the flattened
feature vector which is obtained by windowing the previously extracted MFCC or
MWPC vector with a context of 7 left and right samples. All the feature extraction
techniques used in the experiments that are performed in this chapter are inspired
and mixed and matched from these papers (Novoselov et al., 2016) (Alam et al,,
2016b).

MEFCC

The pre-emphasis filter coefficient (x) used was equal to 0.97. The framing was done
with frame length of 25 ms and with a frame shift of 10 ms. For windowing Ham-
ming window function was multipied with each frame. N-point FFT was performed
where N = 512. 20 filters were used to create the Mel scaled triangular filterbank
to extract the frequency bands. The length of the DCT is equal to 20 in order to get
a total feature size 60 including the log energies, delta and double delta features).
Only dynamic delta and double delta features are used for the task of spoof detec-
tion. The above configuration of features seem to work best for the task of spoof
detection and are also mentioned in the work Alam et al., 2016a and Sahidullah,
Kinnunen, and Hanilgi, 2015. The features were extracted from the speech samples
which only contained voice speech segments that were extracted using VAD. com-
mon mean variance normalization was performed on the feat

MWPC

The pre-emphasis, framing and windowing configurations are same for MWPC. Ex-
cept for using the classical subband frequencies TKE is computed for each frame
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System Development Evaluation
EER[%] tDCF™"  EER[%] tDCEM™n,
ASSERT 0 0 0.155  0.067
STC 29.73  0.71 47.87  0.865
MFCC-BNF 2855  0.69 4621  0.826
MWPC-BNF 25.23  0.64 4485 0.778

TABLE 4.1: Logical access results of different countermeasures.

System Development  Evaluation
EER[%)] EER|[%]

DLPCC-BNF 0.0 3.33

STC 0.008 3.92

MFCC-BNF 0.01 4.35

MWPC-BNF 0.004 2.66

TABLE 4.2: Results for ASVspoof 2015 dataset for different counter-
measures.

to get closer representation to the human auditory system. In MWPC WPT is im-
plemeted using the pywavelets: a python package for wavelet analysis (Lee et al.,
2019). Daubechies class of Wavelet was used as it was the default setting the pack-
age. The level of decomposition of the WPT was set to 4 as any level further than
that seemed to deteriorate the performance. PCA is applied on the resultant log en-
ergies to reduce down the dimensionality to 12 coefficients. Unlike MFCC features
extraction process Voice activity detection and common mean variance normaliza-
tion were not performed as it decreased the performance of the model.

Classifier

DNN is used as a feature generator to extract compact representation and useful in-
formation from the long input signal fed to it. These compact representations are
called as Bottle-Neck Features (BNF). The DNN used has 5 hidden layers, the first
four layers has 1000 neurons with sigmoid activation each. The 5th layer is the bot-
tleneck layer which is a layer with relatively small number of neurons compared to
the other layers of the network. To be precise the number of neurons in the BNF layer
were 64. The last layer is softmax layer with 2 neurons, one for spoofed other for hu-
man class. Once the BNF features are extracted Gaussian Mixture Model (GMM) is
used for classification between human and spoofed samples. One GMM was used
to model human samples (M) and other was used to model spoofed samples (M;)
from the training set. Both the GMM had 512 mixture models. Then finally the log-
likelihood ratio scores were calculated for the features that were extracted from the
development and evaluation set. The formula to calculate the log-likelihood ratio
scores is as follows:

LLR = log (p (O | My)) — log (p (O | Ms)) (4.8)
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FIGURE 4.3: Visualization of bona fide and spoofed speech data of
ASVspoof 2019 LA subset. Black circle denotes range of bona fide
data within mean + — 3 standard deviation (Wang et al., 2019).

4.6 Results and Discussion

The EER for MFCC and MWPC deep feature GMM based model for both ASVspoof
2015 and 2019 dataset are given in the table 4.2 and 4.1 respectively. The first row
in both the tables is the state-of-the-art model for the respective dataset. The sec-
ond row contains the baseline model used for these experiments. Both the base-
line model and the SOTA is reffered from the works of (Alam et al., 2016b) and
(Novoselov et al., 2016). The STC model also uses the MWPC features but do not
use the deep neural network as their feature generator. And as observed generating
features from the DNN does bring some amount of improvement over the baseline
model. The MWPC features performed better than MFCC features. This increase
in performance of the MWPC is due to the multiresolution analysis capabilities of
the WPT features that allow to decompose the speech signal into various frequency
bands and offers the flexibility to focus on the artifacts in different frequency regions
in the spoofed samples. The results were as expected both the handcrafted models
performed brilliantly for ASVspoof 2015 dataset but there was a major decrease in
performance for the ASVspoof 2019 dataset. Form the figure given in 4.3 it is evident
that majority of the samples generated by these spoofing attacks have moved past
the line where they can be distinguished from human samples, so it was expected
that the traditional handcrafted features like MFCC that were build to model the
perception of the human auditory system or features like MWPC for applications
like denoising and speech detection in speech would have limited success when put
against modern VC and TTS based attacks as these systems have much better capa-
bility in modelling the vocal tract shape or the human perceptive model as compared
to the traditional GMM based systems. From the above observations and discussion
it can be inferred that in order to tackle the spoofing attacks present in the ASVspoof
2019 dataset and the attacks that will be generated with upcoming voice conversion
and TTS technologies need a more robust and efficient countermeasure system that
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can surpass the performance of the traditional handcrafted features. So in the next
chapter our experiments will be focused towards building end to end Convolutional
neural network based countermeasure systems that not only exploits the knowledge
and expertise of signal processing through handcrafted features but also leverage the
capabilities of the CNN to learn multiple levels of representation of data.
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Chapter 5

CWTnet and WSnet:
experimentation on End-to-End
spoof detection systems

5.1 Introduction

Past and recent research efforts have focused on the selection of appropriate spec-
tral features for spoof detection (Sahidullah, Kinnunen, and Hanilgi, 2015), (Wu,
Siong, and Li, 2012), (Todisco, Delgado, and Evans, 2017). One such feature that
has worked well for task of spoof detection and forms the subject of our experimen-
tal study are Wavelet based features (Novoselov et al., 2016) (Sriskandaraja et al.,
2016) (Qian, Chen, and Yu, 2016). More recent research has focused on end-to-end
deep learning architectures for spoof detection (Dinkel, Qian, and Yu, 2018; “End-
To-End Audio Replay Attack Detection Using Deep Convolutional Networks with
Attention.”). With this recent direction the classical boundary between a feature ex-
tractor and a classifier as separate component is getting increasingly blurred. As of
ASVspoof2019 the top 7 submissions towards the LA task and top 6 submissions
towards PA task used neural networks. This provides strong encouragement to in-
vestigate the use of end-to-end deep learning architectures towards the problem of
spoof detection.

Wavelet based processing has been used across domains such as computer vi-
sion (Prakash et al., 2018) to signal processing (Dautov and Ozerdem, 2018) for their
multi-resolution analysis capabilities and their application to denoising. (Sriskan-
daraja et al., 2016) studied the application of the Wavelet scattering transform as
a front-end for a spoofing countermeasure solution and obtained encouraging re-
sults on the ASVSpoof2015 dataset. Furthermore, (Novoselov et al., 2016) used the
Wavelet packet transform in their feature ensemble to obtain encouraging results
on this data set as well. The Wavelet Scattering transform is known to provide
features that are rotation and translation invariant in computer vision (Bruna and
Mallat, 2012) while the applicability of the discretized Continuous Wavelet trans-
form to being robust to noise is well known. Since both of these are embeddable in
end-to-end deep learning architectures we are motivated to try these as interesting
multi-resolution time-frequency front-ends towards the spoofing problem.

This chapter introduces the following contributions towards the development of
anti-spoof systems:

e Initial results on the ASVSpoof2019 dataset on Wavelet based end-to-end ar-
chitectures. These architectures are based on the Wavelet Scattering Transform
and the discretized Continuous Wavelet Transform as feature extractors.
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e Improvements in performance on the Sincnet architecture baseline Zeinali et
al., 2019 when results are fused from the said Wavelet based architectures with
the outputs from the Sincnet architecture.

The rest of the chapter is organized as follows. Section 5.2 presents the details
of the end-to-end architectures that are presented in this experimental study. Sec-
tion 5.3 presents experimental details and results. Section 5.4 provides a discussion
of the experimental results while Section 5.5 concludes the chapter.

5.2 Description of end-to-end architectures

This section gives a description about the end-to-end architectures that serve as
countermeasures for spoof detection. Figure 5.1 gives a brief yet compact repre-
sentation of three different neural network architecture used in this study. The
figure represents alternative paths for each countermeasure. Switch B when con-
nected gives the Sincnet, our baseline end-to-end architecture which is described
in Section 5.2.1. The switch A when connected gives us the discretized Continu-
ous Wavelet Transform Network which we call CWTnet. Switch C when connected
gives us the Wavelet Scattering Network which we abbreviate as WSnet. Both of
these networks are described in Section 5.2.2.

5.2.1 Sincnet

Sincnet Ravanelli and Bengio, 2018; Zeinali et al., 2019 is an end-to-end convolu-
tional neural network architecture for raw audio processing. This novel architecture
has proved its credibility in all sorts of raw audio processing tasks ranging from
speech recognition to spoof detection. The core of the architecture is its first layer
that is based on a series parameterized sinc functions. It implements band-pass fil-
ters and is responsible for learning meaningful filters. This prior knowledge dras-
tically reduces the number of trainable parameters relative to normal convolutional
layers.

Model Description

e First layer performs the sinc based convolutions. It has 80 filters of length 251
samples. These filters are initialized using Mel frequency filter banks. And the
only learnable parameters are the low and high cut off frequencies.

o The next two layers are standard convolution layers with 60 filters of length 5.
e Then comes the 3 fully connected layers of length 2048.

e The convolutional layers are layer normalized and the FC layers are batch nor-
malized.

e Throughout the model Leaky Relu is used as the activation except the last layer
where log-softmax is used.

o Negative log-likelihood loss criterion was used to improve the model.
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TABLE 5.1: Proposed CWTnet architecture. B denotes the batch size,

S is the number of scales/channels in the CWT layer. C is the number

of channels where C; = (80), C; = (80,60), C3 = 60. D is the length

of the feature map where D;,,, = 3200, D1 = 3196, D, = 1065, D3 =

(1065,353), Dy = (1061,349), Ds = (353,116), D¢ = 116, Dy = 2048,
Dg =2

Layer Name Filter =~ Output  Blocks

Input - BX1XDjyy
CWT - BXSXDiy 1
Convld 5 BXC XDy
MaxPooling 3 BXC; XD,
LayerNorm - BXGXD3
LeakyReLU - BXGCyXDs
Dropout - BXGCyXDs3 2
Convld 5 BXC3XDy
MaxPooling 3 BXC3XDs
LayerNorm - BXGC3XDg
LeakyReLU - BXGC3XDg 1
Dropout - BXCGC3XDg
Linear - B X Dy
BatchNormld - B X Dy 3
LeakyReLU - BX Dy
Dropout - B X Dy
Linear - B X Dg 1
Log-Softmax - B X Dg

5.2.2 CWTnet and WSnet

CWTnet and WSnet have exactly the same architecture as Sincnet except the first
layer. The sinc convolution layer has been replaced with continuous wavelet trans-
form layer in case of CWTnet and scattering transform layer in case of WSnet. Both
the models take raw audio as input.

CWTNet

For CWTnet the first layer returns the discrete continuous wavelet transform as the
output to the next layer. Table 5.1 provides the architectural details of the CWTNet.
The table has 4 columns namely the layer name, the second column describes the
filter size (if applicable), the third column described the output dimension. For ease
of representation a group of layers is categorized into a block which is evidenced
by the last column of the table (Blocks) which denotes the number of successive
blocks in the architecture. In the caption for the table C; = (80,60) means that
the parameter C, = 80 in the first block that it occurred and C, = 60 in the next
successive block. With reference to the CWT layer (in Block 1) the output of the
layer is three dimensional and is of the form [B, S, Dmp]. Here B is the batch size , S
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is the number of scales over which the CWT is calculated and Diyp is the length of
the CWT coefficients at every scale. In this work we used the second Derivateive of
Gaussian (DoG) or Mexican hat wavelet as the mother Wavelet function, mentioned
in the equation as follows:

¢(t)—2<t2—1>e & (5.1)
- /430 \ 02 ’

For reference the discretized CWT of a signal x[n] be written as:

1 n—m
—= (= )aln] 52)
Zn: VoS
Here Y is a Wavelet and m is used to denoted the denote the discretized translation
parameter. The convolution mentioned is carried out over the support of the signal
x[n]. As mentioned in Torrence and Compo, 1998 ¢ is scaled by

S]' = 502j5j (53)

J = (5j_1log2(Nn/so) (5.4)

Here s is the smallest resolvable scale, | determines the largest scale and # is the
time step of the signal of length N = D;;,. The so should be chosen so that the

TABLE 5.2: Proposed W6net architecture. B denotes the batch size.

C is the number of channels where C; = (80), C; = (80,60), C3 = 60.

D is the length of the feature map where D;,, = 3200, D; = 336,
D, = 332,D, = (332,328), Dy = (328,324), D5 = 2048, Dy = 2

Layer Name Filter =~ Output  Blocks

Input - BX1XDiyp
WST - BXMXD; 1
Convld 5 BXCi XD,
LayerNorm - BXGC XDs
LeakyReLU - BXGCXDs 5
Dropout - BXGXDs3
Convld 5 BXC3XDy
LayerNorm - BXGC3XDy
LeakyReLU - BXGC3XDy 1
Dropout - BXC3XDy
Linear - B X D5
BatchNormld - B X D5 3
LeakyReLU - B X Ds
Dropout - BXDs
Linear - B X Dg 1

Log-Softmax - BX D¢
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equivalent Fourier period is approximately 2n. dj is the scale distribution parame-
ter and it depends on the width in spectral-space of the wavelet function (Torrence
and Compo, 1998). In this work the value of §j and # is chosen to be 0.125 and 0.1
respectively. The optimum scale distribution is then used to initialize the wavelet
filter-bank. This filter-bank is implemented using a collection of 1d convolution fil-
ters which are trainable in nature. These filters takes batch of signals and convolves
each signal with all elements in the filter-bank. After convolving the entire filter
bank, the method returns the final output of the mentioned above.

WSNet

In case of WSnet the first layer takes three inputs (a) the signal length (b) Nj the
number of wavelets per level and (c) the Qx number of wavelets per octave. The
reader is referred to Anden and Mallat, 2014 for details of the Wavelet Scattering
Transform. It is to be noted that the parameters in this layer are not trainable. The
Kymatio Python library Andreux et al., 2020 was used to implement the Wavelet
Scattering transform for the WSNet feature extraction layer. Our implementation
used 2 levels of Wavelet Scattering with Ny = 12and N, = 1and Q1 = Q, = 8
across the two levels. The choice of the Wavelet function was set to be the at the
default setting in this library.

In summary the scattering transform works in an iterative fashion where Nj, ¢y
are the number of filters and scaling function at k' level of decomposition. At level
k the Wavelet filters are notated as:

V’ij[n];]' = 1,2,3,..., Nk (55)
More specifically, the dilated Wavelet functions are of the form:

pln) = Spl ], s =279/ 56)

s
Here, s is the scaling factor; T is the sampling period;  is the sample index; Oy is the
number of wavelets in an octave at k' level of decomposition and x[n] denotes the
input signal. At each level of the decomposition one obtains scalogram coefficients by
computed by taking the absolute values of the outputs of the Nj filters and is given
by the set of signals p;[n] where:

pilnl = |(j* x)[n]| (5.7)

Here |.| denotes the modulus operator. The scattering coefficients at each level are ob-
tained by framing p;[n] using rectangular windows (scaling functions) ¢ of length
M and taking the average value within these frames to obtain the j* scattering coef-
ficient corresponding to the signal x[n] at the k'’ level of decomposition, i.e.:

S,(cj) [m] = (¢x * pj)[mM]; for k > 1 (5.8)
where, S,Ej ) [m] denotes the scattering coefficient corresponding to the j* bandpass
filter y;[n] at the k" level of decomposition and m denotes the frame index. The 0"
order scattering coefficients are obtained by convolving the raw audio input with
the scaling function at this level .

We remove the zeroth order scattering coefficients as it did not make any sig-
nificant difference in the results. And to improve the discriminability we take the
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FIGURE 5.1: The three architectures :CWTnet, WSnet and Sincnet

logarithm of the scattering coefficients (after adding a small constant to make sure
nothing blows up when scattering coefficients are close to zero). This is known as
the log-scattering transform. The architectures of WSnet is given in Table 5.2. The
table is formatted in a similar manner to Table5.1. The output of the WST layer is
three dimensional and is of the form [B, M, D1]. Here B is the batch size , M is the
number scattering coefficients and D; is the sub-sampled signal length.

5.3 Experiments

In this section we report our results for development and evaluation set from both
Logical access part of the ASVspoof2019 dataset.

5.3.1 Dataset and Performance metric

All our models are trained and evaluated strictly on the ASVspoof2019 Dataset. The
dataset encompasses two partitions for the analysis of Logical Access and Physi-
cal Access. Both LA and PA are themselves divided into three partitions, namely
training, development and evaluation. Each of these sets are disjoint in terms of
speakers. Our experiments present results only on the logical access portion of the
dataset. These spoofed speech samples are synthesized using 6 different state-of-
the-art text-to-speech or voice-conversion models.

The primary mode to evaluate the countermeasures is the min-tDCF metric Kin-
nunen et al., 2018c which takes into consideration the ASV system’s performance
along with the countermeasure (Sincnet, CWnet and WSNet) system’s performance
and the equal-error rate is used as the secondary mode of evaluation.
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5.3.2 Methodology used for training the countermeasures

The learning of countermeasure systems is highly dependent on how we feed the
data to it. All the countermeasure systems are fed in a similar fashion. Out of the
whole training set 256 utterances are picked at random and from each of those ut-
terances random chunks of 200ms is cropped to form a mini-batch which is fed to
the model at every step Zeinali et al., 2019. Every mini-batch has equal number of
spoofed and bonafide samples where every spoofed sample has a bonafide sample
of the same speaker. This way we make sure that the model is only learning to
distinguish between spoofed and bonafide samples and is not biased towards the
majority class. It also ensures that the models learning is not getting confused by
speaker characteristics of various speakers. We used RMSprop optimizer to change
our weights. The model was seen to train well with the use of the Log-softmax at
the output layer with negative log-likelihood loss function.

5.3.3 Methodology for evaluation

The model is trained, validated and tested on the ASVspoof 2019 train, develop-
ment and evaluation set respectively. The validation and evaluation is done at an
utterance level, that is, score is calculated for every frame and are averaged for the
whole utterance. The final score value along with all the other scores values for the
utterances in the dataset are used for calculating the EER[%] and tDCF scores. The
model is trained for 50 epochs. The EER[%] score is calculated after ever epoch for
the development set, weights are saved if EER[%] score improves. The best model
weights are then used for evaluation and finally the EER[%] and tDCF values are
reported in this document.

5.3.4 Results

The result of our countermeasures for LA are reported in Table 5.3. For reference,
the first row reports the state-of-the-art results on this dataset obtained by the JHU
ASSERT system Lai et al., 2019. The second row reports results using the Sincnet
which serves as our baseline. This baseline was repeated by us and is consistent
with the results reported by Zeinali et al., 2019. The results of CWTnet and WSnet
are given in the third and fourth row respectively. And the last three rows give
the results of fusing our Sincnet baseline model outputs with the CWTnet and the
WSNet in various combinations using weighted averaging. Details of the fusion
combinations are as below:

e Fusion - 1 : Fusion of CWTnet, Sincnet and WSnet. The weighted average is
calculated by giving 75% weight to Sincnet output and 25% weight is equally
divided between the other two models.

e Fusion - 2 : Fusion of CWTnet and Sincnet with 75% weight given to Sincnet
and 25% weight given to CWTnet.

e Fusion - 3 : Fusion of WSnet and Sincnet with 75% weight given to Sincnet and
25% weight given to WSnet.

Figure 5.2 contains the histogram and the min-tdcf curve for CWTnet, WSnet and
fusion-1 model. The histogram gives us an idea about how confident the model was
in distinguishing spoof and bonafide samples by plotting the density of CM score
values. Form the histogram of all the models we can observe that the models are
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TABLE 5.3: Logical access results of different countermeasures.

System Development Evaluation
EER[%] tDCFMn  EER[%] tDCEMn
ASSERT 0 0 0.155  0.067
Sincnet 1.45 0.04 20.11  0.358
CWTnet 1256  0.25 2542  0.508
WSnet 1874  0.33 39.13  0.646
Fusion-1 0.82 0.027 16.67  0.269
Fusion-2 1.13 0.038 18.45 0.322
Fusion-3 1.373 0.034 19.22 0.329

quite confident about most of the bonafide samples and have high number of CM
scores between the value of 0 and 1. In case of spoof samples the CWTnet seems to
be confident about classifying some of the spoofing attacks and hence has moderate
amount of CM scores far apart for the CM scores of bonafide samples. The WSnet
seems to barely distinguish between the spoof and bonafide samples which is evi-
dent from the high number of CM scores of both spoof and bonafide samples that
are not the far apart. The fusion model seems to work the best and has well defined
peaks for both spoof and bonafide samples that are far apart.

5.4 Discussion

From the results we can infer that our individual models CWTnet and WSnet
are not up to the mark at the task of spoof detection. While we use the Sincnet
model as our baseline, it is apparent that its performance is lacking when compared
to the state of the art. Signifcant improvements to this baseline are reported with
the use of fusion of results from our wavelet based models with the results of the
Sincnet. Fusion-1 which involves a combination of the CWTnet, WSNet, and the
Sincnet gave the best results. While the Fusion-1 model gives comparable results to
the state-of-the-art on development set it fails to generalize on the evaluation set. As
expected Fusion-2 (CWTNet + Sincnet) and Fusion-3 (WSNet + Sincnet) models do
provide improvements over the Sincnet baseline in manner that is consistent with
the individual models” (CWTNet and SincNet) performance.

These results are encouraging and point to the fact that spectral diversity at the
input feature level is an asset. The results from Fusion-1 seem to indicate that the
Wavelet based models are able to capture what the SincNet analysis seems to miss.
The results are also able to tell us the amount of research work remaining to adapt
a powerful formalism such as Wavelets into end-to-end architectures for spoofing.
We do recognize that optimal fusion weights could be determined by tuning on the
development set. This will be presented in future work. Furthermore, we plan to
extend the use of attention filtering networks Lai et al., 2019 to help enhance the
features in certain frequency regions for better results.
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5.5 Conclusions

This chapter presented an initial experimental investigation of Wavelet based fea-
ture extractors such as the Wavelet Scattering transform and the discrete Continuous
Wavelet Transform embedded into end-to-end architectures. While the performance
of the standalone models was not encouraging it was seen that fusion with results
from the Sincnet model provided significant improvements over the Sincnet base-
line. It is apparent that these models are able to capture something significant that
the Sincnet models seem to miss.
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FIGURE 5.2: Histogram and min-tdcf curve for CWTnet, WSnet and
fusion-1 model. Top row is for CWTnet, second row is for WSnet and
last row is for fusion-1 model
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Chapter 6

Towards Learn-able Parametric
Filters for Spoof Detection

6.1 Introduction

From our experiments in the previous chapters it is observed that spectral decompo-
sition using handcrafted features when combined with deep neural networks seem
to improve the performance as compared to the traditional spoof detection models.
Even though the models CWTnet and WSnet given in section 5.2.2 with minor fine-
tuning of hyper-parameters performed better than MFCC-BNF and MWPC-BNF in
section 4.5.1 their performance is far from the SOTA for this task as seen in the ta-
ble 5.3. Having observed that wavelet based features seem to have limited success
in the field of spoof detection it would not be preferable to put more effort in try-
ing out different architectures on top of the CWT or WS layer. So this chapter only
mildly focuses on improving the performance through feature selection and mostly
focuses on using the proposed method given by Khan and Yener, 2018 to get idea
about the frequencies that supposedly contain artifacts and are responsible for spoof
detection.

In section 5.2.2 the scale distribution and the number of scales used to extract fea-
tures in CWTnet was decided on the basis of the width of the spectral-space of the
wavelet function and the length of the signal. Obviously the final scale distribution
and number of scales obtained are far from optimal for the task at hand. One way ef-
fective spectral decomposition is to fine tune the hyper-parameters like these using
wrapper methods where one would have to train the model multiple times using
different feature sets and then compare the resulting models via their cross valida-
tion accuracy. Another way would be to have some knowledge about the relevant
frequency ranges that are present in the input signal and would help in discrimi-
nating between human and spoofed samples and using that information one could
manually experiment by setting appropriate number of scales and distribution. But
both these methods would be very computationally and time expensive. Different
hyper-parameters for spectral decomposition are used for different time series based
problems and as discussed above optimizing these hyper-parameters is not an easy
task. The idea given in Khan and Yener, 2018 precisely provides a solution for this
problem. It proposes a method called wavelet deconvolution to efficiently optimize
the hyper-parameters that is the scale parameter based on discrete form of continu-
ous wavelet transform in a neural network framework using back-propagation.

The rest of the chapter is organised as follows. Section 6.2 describes about the
wavelet deconvolution method for learning the scale parameter and relevant back-
ground. Section 6.3 cover all the experiments. Section 6.4 talks about the results
achieved by this method and discussions related to it.
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6.2 Wavelet Deconvolution (WD)

The Mexican hat wavelet is used as the mother wavelet function, its equation and
the CWT of the signal is given in equation 5.1 and 5.2 respectively. The Mexican
hat wavelet is chosen as the mother wavelet function because of its compact sup-
port which helps in local analysis of the signal and the integral or sum can be easily
performed while calculating the wavelet transform. But in order to maintain consis-
tency in this chapter its worth writing the scaled wavelet function and CWT equation
in the following form:

Yep(t) = \1@#) (t — b) 6.1)

S

W5 b) = e (57 +(0) 62)

Here ¢, is the wavelet function scaled at s and translated at b. Wy (s,b) is the
discrete continuous wavelet transform. As mentioned in the paper, choosing the
values for the scale parameter can be assisted by converting scales to frequencies.
This can be done using the center frequency of the mother wavelet. The equation for
converting the scales to frequencies is given by :

Fo=-C (6.3)

Here F, is the center frequency of the mother wavelet, F; is the frequency at scale
s. But this would not be of much help as the relevant frequency content which is
responsible for distinguishing the spoofed samples from the human voice are un-
known. Khan and Yener, 2018 provides a convolutional neural network based set-
ting the replaces the preprocessing step that preforms the wavelet transform with a
layer called the wavelet deconvolution(WD) layer. This layer calculates the discrete
continuous wavelet transform similar to the CWTnet but also optimizes the scale
parameter using back-propagation. WD layer calculates the transform on the input
signal during the forward pass, gives the resultant features to the further layers of
the network. It computes the gradients of the loss function with respect to the scale
parameters during back-propagation. A few reason to modify the normal CWT layer
to a WD layer is as follows:

e It gives an insight about the relevant frequency content that is responsible for
distinguishing between spoof and human samples.

e From the learned scale parameters the kernel size can be implicitly adapted
providing multi-resolutional analysis at selected frequency regions.

e More generalized features are extracted as compared to the features extracted
by CWTnet as only the most important and relevant frequency regions are
focused upon.

o It resembles a feature selection approach due to which improvement is ob-
served in training speed and EER as compared to CWTnet. And it is better
than the expensive and time consuming cross validation based feature selec-
tion methods.

Here is a brief description about the calculation of gradients which is done while
optimizing the scale parameters. In this case the signal in ASVspoof 2019 database
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has only single channel but it is applicable to multi-channel cases as well by applying
transform to every channel. First, forward pass through the WD layer is done on the
signal as represented below:

zi=x*xPsVi=1...M (6.4)
This equation of convolution can also be written in the form of summation:
_ K
Zij = Yg=1 Ws, kXj+k 65)
fori=1...Mandj=1...N

The signal x € RN where N is the number of samples. Scale is denoted by s € RM
where s > 0. After convolving the wavelet function 1, that is scaled at s; we obtain
zjj € RMXN The ¢, is parametrized over K points.

2 £ o7
St = 5= 1) e i
lpsnt 7-[% 351. (SIZ (6.6)
K-1 K-1
e (K1 o K1
The scale parameter is differentiable with respect to the error function hence it

can be optimized using back-propagation while minimizing the error. Here is a step-
by-step calculation for the whole process:

5£_ K SE OPs,k
551' =1 5lps-k 581'

(6.7)

Here E is the differentiable loss function that needs to be minimized. %: is the
partial derivative of E w.r.t. each scale parameter s;. The equation 6.7 can be broken
down into two parts one related to the gradients w.r.t. to the filter i, ; and other for
the gradient of ¢, w.r.t. the scale s;.

N SE (521]' N SE

= —X; 6.8
Z 521‘]' 51/]51.’]{ ; 521']' jk ( )

5¢s k

The above equation 6.8 is for the gradient w.r.t. the filter which is written using
5%, which is the gradient w.r.t. to the output of the WD layer.

t2 212 4 242
A= =S iM = (B = Tho = h T =S
7iy/3s; 0Si s 5; Js; S Js; s
(6.9)
2 G oM SA
= =A| M- — 1
5s; <M5 +G51>+MG551 (6.10)

The above two equations is related to the gradient of the filter w.r.t. the scale
parameter. In equation 6.9 the filter function is broken down into 3 parts A, M, G for
convenience and their partial derivative is calculated. In equation 6.10 A, M, G and
their partial derivatives are written in a proper manner to give the gradient.
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TABLE 6.1: Logical access results of different countermeasures.

System Development Evaluation
EER[%] tDCF™"  EER|[%] tDCFir,
ASSERT 0 0 0.155  0.067
Sincnet 1.45 0.04 20.11  0.358
CWTnet 1256 025 2542 0.508
WSnet 20.14  0.36 39.13  0.646
WavDeconv-8 8.36 0.20 18.80 0.291
WavDeconv-20 11.34  0.24 2257  0.334
Fusion-1 0.9 0.003 16.67 0.269
Fusion-2 1.334  0.012 18.45  0.322
Fusion-3 1.373 0.014 19.22  0.329

The Equation 6.11 finally gives the gradients of the loss function w.r.t. to the scale
parameter that are used to update the scales using the gradient descent step given
in equation below where 7 is the learning rate and and s; > 0 as this ensures the
validity of the wavelet function.

OE
si=s;— T, (6.12)
1

6.3 Experiments

This section describes the implementation of the neural network architecture with
wavelet deconvolution layer as the first layer. Experiments were carried out with 8
and 20 scales in the WD layer. The scale parameters s; .. .sy where M is 8 or 20, are
initialized using didactic values (1,2,4,8,16,32,64,128 and so on) as the relevant fre-
quency content for the task is unknown. This is done by creating non-overlapping
frequency bins where the number of bins are equal to the number of scales. For fair
comparison the neural network architecture that was fed with the WD layer output
and helped optimize the scale parameter for extracting relevant features for spoof
detection was similar to that used in CWTnet given in 5.2.2. The loss function used is
the categorical cross entropy and the optimization algorithm used is Mean Squared
Error(MSE).The model was trained, validated and tested using the provided parti-
tions of the ASVspoof2019 database. The data feeding and training mechanism is
also kept the same as mentioned in section 5.3.2.

6.4 Result and Discussion

The result of the Wavelet deconvolution layer with 8 and 20 scales are given in the
table 6.1 and the hisogram and min-tdcf curve for the models are given in ??. The
first row of the table states the SOTA in ASVspoof2019 that is ASSERT countermea-
sure. The second and third row states the baseline model(CWTnet and WSnet) upon
which our proposed model improves. And the last two rows states the result for
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Scale vs epoch chart for scale-8

FIGURE 6.1: The visualizations of the scales versus epoch chart for
the 8 scale wavelet deconvolution layer

wavelet deconvolution models(WavDeconv-8 and WavDeconv-20). It can be ob-
served from the results that the WD layer even though is not close to the SOTA but
still have brought major improvements over CWTnet and WSnet models. Another
point worth mentioning is that even though the EER and min-tdcf is relatively high
for this model as compared to the fusion model on the development set, it captures
more generalized features than the fusion model, this can be confirmed by compar-
ing the results of the development set and eval set for both the models.

The improvement in performance is due the hyper-parameter tuning capabilities
of the WD layer that optimizes the scales to capture the relevant frequencies respon-
sible for spoof detection. The Figure 6.1 is a scale vs epoch chart for the 8 scale
wavelet deconvolution layer. It shows how the scale values change over the training
process and at which scale values the model gives the best performance. And the
model was trained 3 times to see if the final scale distribution was consistent each
time. It can be observed that the scales initialized at 1,2,4,8,16,32 tend to converge
towards lower scale values that is at higher frequency regions whereas the scales 64
and 128 converge towards higher constrained scale values. And this is congruent
for all the three experiments.
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Chapter 7

Conclusion

In this concluding chapter, I summarise my findings and arguments and reflect back
on some of the strengths and weaknesses of the theoretical and methodological ap-
proaches I have taken in my progress towards building an End-to-End Parametric
Learn-able Filter Approach. This thesis dissertation had three main experiments and
each of these experiments helped build a case for the subsequent experiments that
follow. And this finally directed us to build a wavelet based parametric learn-able
filter approach.

The first experiment was carried out to test two things. The first was to compare
the efficacy of MFCC and MWPC features to tackle spoofing attacks. And second
was to test the reliability of the traditional countermeasure systems against modern
state of the art spoofing attacks in the ASVspoof 2019 dataset. It was observed that
MWPC due to its multi-resolutional analysis capabilities outperformed the MFCC
features in tackling both traditional and modern spoofing attacks encountered in
ASVspoof 2015 and 2019 dataset respectively. Furthermore, the traditional counter-
measure performed pretty well for traditional HMM and Unit selection based spoof-
ing attacks but their performance degraded severely for modern spoofing attacks.

So in order to tackle the attacks that will be generated with upcoming voice con-
version and TTS technologies we need a more robust and efficient countermeasure
system that can surpass the performance of the traditional countermeasure systems.
Based on the above observations and the superior efficacy of Wavelet transform
our next experiments we developed and used, Sincnet which is our baseline and,
CWTnet and WSnet, which are our wavelet based end to end Convolutional neural
network based countermeasure systems that not only exploits the knowledge and
expertise of signal processing through handcrafted features but also leverage the ca-
pabilities of the CNN to learn multiple levels of representation of data. The results
show that While the performance of the standalone models were not encouraging
it was seen that fusion with results from the Sincnet model provided significant im-
provements over the Sincnet baseline. It is apparent that these models are able to
capture something significant that the Sincnet models seem to miss.

The final scale distribution and number of scales used in CWTnet are far from
optimal for the task at hand. This is where learn-able parametric filters come into
the picture. The continuous transform layer in CWTnet was replaced with wavelet
deconvolution layer which optimizes the scale parameter using back-propagation.
It provides a fast and less computationally expensive method to do effective spec-
tral decomposition as compared to other feature selection approaches. It was ob-
served that wavelet deconvolution model performed much better then CWTnet and
WSTnet, and its generalization capabilities surpassed all the models we previously
proposed including the fusion results. Furthermore, the converged scale values sug-
gested that low and high frequency regions were the most important for distinguish-
ing between spoofed and genuine samples.
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To ring down the curtains, traditional countermeasure systems are not reliable
against modern neural network based spoofing attacks. The multi-resolutional anal-
ysis capabilities of wavelet transform seems to give it an edge over other hand-
crafted features when embedded in countermeasure systems to tackle spoofing at-
tacks. On top of that wavelet based parametric learn-able filter layer showed an
efficient way to perform feature selectivity and further improve the performance.
The current deep learning based architectures used in our experiments are not able
to truly exploit the potential that wavelet transform holds. And further investiga-
tion in more sophisticated architectures, loss functions and other multi-resolutional
analysis based transforms can further improve the performance in spoof detection.
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