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Abstract

Online education platforms have diverse learning content like videos, audio lectures,
and technical articles. The major drawback of video-based learning content is the
inability to directly access the content of interest that describes a particular topic.
To enable smart browsing abilities in the video for quick access to an explanation
of topics, it is essential for topical segmentation of videos. To obviate the need
for manual topical segmentation of the video, this paper presents a system called
EduCIndex that can automatically generate a Table of Content for a given video
through representation learning by fusing different modalities like Text, Audio, and
Video. EduCIndex performs segmentation for a video and assigns a relevant topic to
each segment. To develop the system, we curate a novel dataset with around 1500
hrs of educational videos and a table of content for each video by scraping the web.
We propose a novel multi-task learning-based approach that combines the tasks of
learning the segment boundary and segment topic using sequential attention over a
sequence of 1-minute video clips. Our proposed model provides 49.82% and 15.23%

relative improvement in the topic name extraction and segmentation of the videos
over the baselines, respectively, in terms of ROUGE-1 and F1 score.
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Chapter 1

Introduction

1.1 Motivation

Online educational platforms have made the paradigm of ”Learn from everywhere”

possible moving beyond the traditional classroom setting. Such platforms provide
learning contents in multiple formats like video or audio lectures to accommodate
the needs of every learner. The multimedia content in such platforms have increased
rapidly over time. However, video contents are usually inefficient to browse as they
require time-consuming navigation to get to a particular topic. This also reduces
accessibility as users would have to browse through hours of videos just to resolve
queries regarding a question or a concept.

To tackle this challenge, the videos can be segmented at a fine-granular level of
topic names. This enables faceted browsing where the users can search for specific
videos or segments of a video using a topic name. The topical segmentation of videos
enables the user to skip to regions of interest in the video. It can also be used for
automatically solving queries in forums where the student can be directed to sections
of videos to resolve his doubts.

The topical segmentation of videos is used to generate a Table of Contents for
each video. A table of contents, like that of a book, contains the topic/heading, and
the position where it starts from, in our case, a topic name, and the start and the
end time of that topic inside the video. It becomes easy to decide when to segment
the video in case of topic drift, for example when a PPT slide changes or a location
change, but it becomes difficult in other scenarios when such transitions don’t occur.
We formulate this problem in such a way that given any kind of educational video,
we are able to extract a table of content for the video with high precision.
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1.2 Problem Statement

We formulate the problem as, given a video V , we aim to create a table to content
Ttoc, where Ttoc is a list of topics, with start and end time, and the list is sequenced
according to the flow of video.

T = [. . . (t11, t
1
m, topic

1), (t22, t
2
m, topic

2) . . . ] (1.1)

The long videos are split into smaller clips, and for each clip we detect the topic
drift to aid in segmentation of the video.

segment, topic = M(video clip) (1.2)

Finally the entire topic is represented by the concatenation of all the topics present
between those two segments. Our contributions in this work are summarised as fol-
lows,

• We open source the dataset curated from multiple open source platforms.The
videos are segmented and tagged with fine-granular topic names to aid in train-
ing the model. Each topic segment is annotated with the corresponding start
and end timestamps.

• We propose a novel multi-task learning based approach that simultaneously
performs video segmentation and topic prediction. The proposed approach
leverages audio, text and video modalities and demonstrate superior perfor-
mance compared to existing state of the art approaches.
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Chapter 2

Related Work

There are very few works done in the fields that we are trying to solve, but many
other parallel problems have been well researched before. In this section, we com-
prehensively review such works.

2.1 Text to Text Summarization

Given text of a segment, finding a topic name is a task of summarization. Much
research has been done for text to text summarization task, where currently trans-
formers [1], [2] and its variations perform well in solving the problem. Some of the
conventional works, like Markov models have also been working well with genera-
tion like [3].

2.1.1 Extreme Text to Text Summarization

Extreme text to text summarization is different from the regular text to text as the
output text is very short and usually already present in the input text. There are many
such datasets available for Extreme summarization including XSUM [4], TLDR [5]
whereas there has a very little work in extracting a topic out of it in a supervised
manner.

A lot of contribution has been done for the such tasks including [5–7] contributing
to SOTA for the datasets. PEGASUS [6], even though being a standard Transformer
encoder decoder, is a SOTA on XSUM [4] and many other datasets by providing
‘Gap Sequence Generation‘ and ‘Masked Language Model‘ pre-training strategies.
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ByT5 [7], another extreme summarization SOTA was based on the idea of byte to
byte generation task by modifying the T5 architecture. Their vocab size decreased
by a lot and saved a lot of memory and compute time along with reporting SOTA on
datasets other than extreme summarization too.

2.2 Video Captioning

As the name suggests, it refers to the task of creating captions from the video using
multiple cues as input. More than the textual and audio modalities, the visual modal-
ity is a major concern here. The caption is highly dependent on the video frames.
Our sub-problem of creating topics can be seen as retrieving the captions, given a
video.

Though this task doesn’t directly affect our problem statement, some of the mod-
els with encoder-decoder strategy have been proven of great use in other fields like
medical classification [8], DeepFake classification [9], etc.

Despite the majority of the work on only visual cues [10], some papers [11] have
taken audio modality into consideration improving their results. This helps in prov-
ing that only visual mode is not the solution, expanding the scope to textual content
if any from the video (using OCR), or the audio (using ASR) as done in [12].

UniVL [12] works with numerous permutations of modalities with cross encoders
and a single decoder using visual as well as textual features for masked language
model pre-training strategy. UniVL also has great work in Video Retrieval, Classifi-
cation and Action based Segmentations.

COOT [10] proposed a Hierarchical Temporal Transformer by aligning video em-
bedding to paragraph embedding to provide with frame-level as well as global at-
tentions to individual modalities. They primarily worked with individual datasets,
though they have also experimented by combining multiple datasets, imporving the
SOTA.

Various datasets have been proposed for the task of video captioning such as Ac-
tivityNet [13], YouCook2 [14], which have a major drawback when compared with
general video captioning, that, only visual cues are more focused. The datasets men-
tioned are mainly activity/action based and contain minimum or no textual features,
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eg car revving up and racing, and thus only a caption can be generated from it, and
not a topic. These datasets lack in the terms of video length and caption length, thus
limiting vocabulary to a minimum.

2.3 Video Summarization

Due to the immense increase in the availability of online videos, the summarization
of videos has become an exciting field of research, and many scholars are working to-
wards it. Large videos are summarized into short, precise summaries by using video
summarization.

The authors of [15] have used reinforcement learning as the primary platform for
their model. They made the video summarization a sequential decision-making pro-
cess with a deep summarization network (DSN) to predict and decide which frames
to use. They have used conventional CNNs followed by bi-directional LSTMs pro-
viding a base concept of how RL is effective in summarization.

In [16] the researchers used different types of features, static and motion for their
architecture of the model. They have also tried to fuse various features and then saw
their effect. They used a self-attention mechanism to combine images and motion
features. After this, the authors used supervised video summarization with multi-
source features. They used pre-trained encoder models from googleNet. Their model
contains frame-level extraction and attention. It also proceeds with different features
like RGB motion-based, motion flow-based, and simpler image-level features and
another attention over them which then is used to help with summary generation.

One of the paper [17] have worked on developing an unsupervised technique for the
summarization using 2 major factors, Diversity, and Representativeness. Diversity
refers to how diverese are the selected frames from each other, while representative-
ness refers to how the original frame is represented in the selected frame. They use
deep reward based reinforcement learning method to maximize their learning.

The papers have used the dataset SumMe [18], TVSum [19], which include just
25, and 50 videos and for each video, there are at least 15 and 20 summaries re-
spectively. These summaries and videos are very less and thus in a dire need of a
summary dataset.
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2.4 Temporal Localization

Temporal Localization refers to the task of detecting the start and end frame for a
particular action being performed in the given video. It can be also referred to as
Event Detection and Localization (locating the action in the video). Similar to Video
captioning task, the majority of the focus is present on the visual modality as the
event is more action based.

The papers [20, 21] have proven very efficient in localizing the events with only the
visual mode, while [22] has actually shown the difference between both the modal-
ities. Though the point still remains does anything related to language help or not.
Both the works are based up on the activity dataset, which might not contain that
much of a language thus including a vocal instructions, or any transcript is very
important. The datasets used for temporal localization [13, 23, 24] have not much
focused on the language side of it.

The authors of [20], use a simple segmented 3D CNN structure with additional fully
connected layers and outperformed many similar works. Though it works well with
videos having one activity, and not two, so do other such models.

2.5 Table of Content Curation

Some work has already been done in the field of table of content generation, though
these works are highly specific on what kind of input is needed. [25] and [26] require
the video in presentation formation from where they try and pick out the important
words which can form the topic name. These methods are effective, but are highly
restrictive on the input as well.
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Chapter 3

Dataset

As discussed in the related works, to the best of our knowledge there is no proper
dataset which contain all the requirements of our problem, that is, audio, video, text
of educational videos along with the annotation. So we propose a new dataset1 con-
taining all such information, along with its metadata.

With so much content available on YouTube of free course lectures, we curated
videos2 of over 1500hrs with their annotations with more than 200 video. The dataset
statistics are mentioned in 3.1.

Properties Value

Average of (duration of annotation per video) 1102 sec

Average duration of annotation 630 sec

Total Number of annotations 8297

Average annotation per video 40.5

Min number of annotation in a video 2

Max number of annotation in a video 456

Median number of annotation in a video 27

Max length of an annotation topic 20

Min length of an annotation topic 2

Median length of an annotation topic 3

Table 3.1: Dataset Statistics

We tried to collect our dataset in such a way that we are not having any bias
towards any particular type of accent, or any type of video (i.e. one person in the

1The full dataset and code will be released upon acceptance.
2Permissions have been taken from the video owners
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Native Number of Hours (appx)

Indian 357

US 528

UK 102

Canadian 250

German 151

Spanish 75

Table 3.2: Nativity-wise dataset analysis

Video Style Number of Hours (appx)

Human (writing) 402

PPT 366

Code 512

Hybrid 183

Table 3.3: Video Style-wise dataset analysis

frame, a slide presentation, a coding screen, or a person writing on the screen, along
with all the mixtures.), such statistics are present in 3.2 and 3.3. To maintain some
kind of uniformity, we restrict the videos on the broader subject matter, that all the
videos should be from the Computer Science background, and the major spoken
language should be English.

3.1 Dataset Collection

We followed the following steps for our dataset collection process -

1. Firstly, we start with manually finding out few of the lecture series with diverse
nativity of speaker and different video styles (as mentioned above), and created
a resource for it.

2. We download the entire lecture series, with transcription(subtitles), if available.

3. If we do not have annotations, we manually watch the video and create the
annotation file, example is shown in 3.1.

4. We also maintain the Title of the entire lecture series if available and other meta
data, like lecture series name (if available) and lecturer name (if available).
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Disclaimer
Abstact Data Types

Data Hiding Attributes
Methods of Classes

Title - Abstract data types, classes and methods
Video -

Annotation -

Fig. 3.1. Extract from dataset

3.2 Dataset Example

The following is a snippet from the dataset. Each block in the annotation contains
the start, end, and the title present in that duration of the video 3.1.
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Chapter 4

Methodology

4.1 Our Intuition

Our intuition is that, given a video, split it into multiple smaller clips, over which we
iterate to find which clips are not in sync with each other which may indicate a topic
change in the full length video. We scan the clips to find the most important single
word to describe it and if the word from the current clip is quite different than the
previous one, we can say that the focused topic in the video has changed. In such a
way, by iterating over all such video clips, we try to find out where the sync has been
broken, which is most probably a topic break, thus a segmentation at that timestamp
in the full length video.

The first major challenge was to select the optimal time at which we should clip
the video. Currently we have clipped the videos to 60 seconds which we also call
as tolerable seek/skip time, with an overlap time of 1 second, so that the words are
not cut in between also called as overlap time. For tolerable seek time, we chose
60 seconds as it balances the amount of time tolerable for the user while searching a
segment n the video and the number of divisions needed for each video. Further, for
each such video clip, we extract features (explained below) individually and dump
them for later usage.

The second major challenge is deciding between an extractive summarization or an
abstractive summarization. To aid the decision, we find the overlap between the text
of a particular time segment and the text present in the topic (in video transcrip-
tion). There are some spelling errors in the text present in the segment and topic, e.g.
krushkal′s and kruskal′s, so word to word mapping is done with Normalised Edit
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Distance [27], with a threshold of 75%. It turns out to have 100% overlap, i.e., the
output text (topic) is already present in the input text (segment), and thus word level
extractive summarization proves useful.

4.2 Feature extraction

We have three main modalities, that is Video, Audio and Text, and for each of those,
we extract important features from it. The reason and features of each modalities is
mention below.

4.2.1 Video

For the selection of video features, we have chosen ResNeXt - 152 3D Convolutional
Neural Network [28] trained on Kinetics Dataset to recognise 400 different human
actions as also used in [29]. ResNeXt can help us in finding the human actions in
the video, for the videos where a lecturer is physically present in the video frame.
Generally a lecturer can has some or other sort of action when is changing the topic,
like he writing on the board, change the screen, which we expect to be taken into
consideration by the video modality in the model. We have used 2 FPS for 60 sec-
onds making the total features as 120 for each individual clip. The output feature
vector size for each frame is 1000.

Other major feature from video is text in the video, like PPT or something writ-
ten in between to show change in topic. Though some videos have code, and some
doesn’t have any text. We have extracted the text from the video using OCR from
[30] for finding the characters from the different frames present in the video. some
of the videos may contain a lot of text specially when the presenter is teaching by
writing/coding on screen. In such cases we retained text using the size of the text and
only 5 largest words are extracted from the OCR. These 5 words represent the words
given as heading or being highlighted by the presenter.

4.2.2 Audio

For the audio features, as used in many works in speech and audio processing [31],
[32], [33], we have used Mel Spectogram from Librosa [34]. The spectogram is a
Fast Fourier Transform over short overlapping windows, also known as short-time
Fast Fourier Transform, which is then mel-scaled as mentioned in [35] to obtain Mel
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Spectogram. The output then is a 2D heatmap between Mel-scaled frequencies, time,
and the cell represents the amplitude/energy. There are many other variations of au-
dio features as Log scaled Mel-Spectogram, STFT, CQT, MFCC, and many more,
out of which, as stated above, Mel-spectogram is proven to the most compact and
informative. Such features can help in maintaining the amplitude vs time relations,
and how the presenter is navigating via voice tone difference to another topic.

Since we do not have transcript for all the videos, we also use SpeechRecognition
tool [36] with free Google API. The major challenge for using this API was that it
does not work on longer videos, as it is a publicly available API, so it is directly used
on the short video clips making it quicker to process. According to [37], an average
presenter speaks around 110 to 150 words per minute, and since our aim includes
teaching, we have considered the lower end of the range and assumed that a speaker
speaks at max 115 words per minute.

4.2.3 Language

Topic in our reference means a word or a set of words explaining the content of the
video clip. Language, mainly words play a key factor in deducing the topic name,
as we are using extractive topic summarization. These topic names are usually one
word or a set of words, thus, more than a phrase, we are interested in finding the
important words.

We use a word level based learning on a bert-base embeddings generated for each
word individually with SBert library. It is used for extracting sentence level embed-
ding with sentence level context, as our context is only word based, we use for each
word individually for extracting and dumping the features.

We have 120 words for each video clip, which has 115 words from speech tran-
scription and 5 words from video extracted as OCR, we pass it through the SBert and
dump the embeddings.We adjust all the features, audio, video and text as collection
of 120 time-stamps per video clip of 1-minute, and synchronize them according to
time for further process.

4.3 Model Architecture

Our model comprises of two major components,

12



4.3.1 Feature Compressor -

Video Features
Audio Features

ResNext

Log Mel
Spectogram

Video Frames
Audio Signal

Convolutions

+

     Features

+

Sequence
Learning with

LSTM

Fig. 4.1. Feature Compressor

It comprises of series of Convolution and Sequential layers to understand the
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sequence between the time-serialized features. We process each audio and video fea-
ture in isolation to learn representation of how each feature is going to be helpful, as
well as in sync to combine the meaning learnt from each of the feature. Combining
both the feature representation, we provide self attention over them in a bidirectional
manner which will then be used in the further steps, to provide attention over text.

We have taken attention in two ways, 1) Self attention over different important fea-
tures from the embeddings, and, 2) Attention over the combination of the Synced and
Isolated features, to provide from the total set of time-stamps that which time-stamps
in the current scenario are important. We try to learn how each feature is important,
and along with all its combinations too. We call the output of the model as Sequence
Attention, as it provides us the understanding between each frame in both directions.

ftiso−av = (w1.ftV
⊕

w2.ftA) (4.1)

ftsync−ac = w3.(ftV
⊕

ftA) (4.2)

attnseq = σ[µ(ftiso−av + ftsync−av)] (4.3)

Here ftA, and ftV is definded as the extracted audio and video features, respec-
tively, ftiso−av is defined as processing each, Audio and Video features individually,
and similarly ftsync−av is processing Audio and Video features together. We then
define the Sequence Attention (attnseq) as the mean over individual time-stamps of
each of these features combined, scaled to 0 to 1 to find out importance of each time-
stamps.
Our main aim of the Feature Compressor is not to learn the segmentation or topics,
rather it is about learning a representation that can guide the textual data, and give it
a modal-attention to perform better.

In the custom designed recursive cell, each video clip will be processed by one cell,
and the entire sequence will be iterated over by the model. For preserving the in-
formation between cells, we have introduced hidden state for textual feature, and the
attention feature (of audio and video).
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Recurssive Cell

is_seg topic

prev curr

Video

Audio

Text

Bilinear Feature Attention

Bilinear Feature Attention

Encoder
Text

Audio
Video

Feature
Compressor

currprev

Discriminative AE 

for Classification

Word-Level Mean
over Encoding

Hidden
Representation

Fig. 4.2. Model Architecture

4.3.2 Topic Segmentor And Modeling

The audio and video are first fed to the feature compressor from which we obtain
the attention for guiding textual features, which are combined with textual features
to provide a more deeper understanding of the sequence of words in the video.

By aligning these word-level understanding with the output of feature-compressor
(sequence attention) output, we determine which word is more important in the en-
tire sequence, and whether the current word or the word from the previous video clip
is better suited to describe it. We preserve the attention and the word from the past
video clip to be compared with the current video clip and finally decide if the current
video clip different that the clip before or not. If yes, a segment at that timestamp is
created in the output along with the most relevant word as topic name corresponding
to that segment.
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textiso = (w4.fttx
⊕

w5.attnseq) (4.4)

textsync = w6.(fttx
⊕

attnseq) (4.5)

attntopic = σ[µ(textiso + textsync)] (4.6)

Here, fttx, refers to the Bert Embeddings of text extracted from bert-base, and again,
textiso and textsync refers to understanding the textual embeddings and attnseq in
isolation and in time level synchronization respectively to form the Topic-level At-
tention (attntopic)

The results for segmentation and topic name are taken in a multi-task fashion. Af-
ter the Sequence Attention, segmentation is obtained with auto-encoding the aligned
textual and sequence attention, while the topic is derived by sequential search and
self attention.

Topic =



topicprev, if argmax(T.attntopic)

> P (topicprev)

argmax(T.attntopic), otherwise

(4.7)

Recursively trying to find such components helps in maintaining the flow of the
lecture and minimises the computational power required for the process, which re-
duces the load on GPU and can be quite helpful for videos with very long duration.
Finally to derive the topic name of a particular segment, we concatenate all unique
topic names obtained in the clips until the next segment.
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Chapter 5

Results

Model Topic Modeling Video Seg.

(ROUGE-1) (Balanced F1)

Seq2Seq 11.26 50.12
Transformer 14.67 57.68

Pegasus 21.19 -
T5-large 20.79 -

Bert2Bert 16.40 -
LongFormer 20.64 56.74

Hear Me Out [38] - 21.62
MUSES [39] - 15.43

EduCIndex 31.76 66.47

Table 5.1: Experiment Results for Topic name and Video segmentation for baselines
and EduCIndex

Model Video Wt Audio Wt Text Wt
LSTM [40] 0.85 0.12 0.03

Seq2Seq [41] 0.78 0.16 0.06
Transformer [42] 0.82 0.13 0.05
LongFormer [43] 0.88 0.07 0.05

EduCIndex 0.72 0.17 0.11

Table 5.2: Individual normalized weights for each feature contributing to the model
results.
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5.1 Baseline Models

To the best of our knowledge, there was very limited work done in our area, thus we
have proposed a few baselines of our own, as mentioned in 5.1. Our work mainly
constitutes of two sub-tasks, and for each of them we have proposed our baselines.
For the task of Topic Modeling, we propose a few baselines of Text-to-Text gen-
eration model. These vary from the traditional Seq2Seq till the latest LongFormer.
Pegasus and T5-large are the SOTA in extreme text summarization, and perform well
in our task as well. We have also used Latent Dirichlet Allocation, one of the best
Topic Modeling unsupervised algorithm. We can compare the task of Video Seg-
mentation as a video clip level classification, that is a sequential classification task,
and thus we have again used a number of Seq2Seq tasks, by restricting output size to
that of input. To maintain longer sequences we also tried to use LongFormer.

5.2 Evaluation Metrics

For both of our sub-task, Video Segmentation, and Topic Modeling, we have used
different evaluation metrics.

5.2.1 Topic Modeling

For text generation tasks, like summarization, the most common used evaluation met-
rics are ROUGE-N and BLEU-N, where N denotes sequential overlap between target
and generated text. Since our task is more dependant on word/phrase detection, we
have used ROUGE-1 Score as the metrics for evaluation. Our model out-performs
the best performing baseline by an absolute score of 10.57% and relative improve-
ment of 49.82%.

5.2.2 Video Segmentation

We have used Balanced F1-score for the evaluation of the Video Segmentation, as
the number of video clips not having a topic change are higher than the video clips
having a topic break. Since we have used a video clip concept, rather than a long
sequence, our model out-performs the baseline by 8.79% F1-score, that is a relative
improvement of 15.23%.
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We have also tested out some of the multimodal video segmentation techniques as
mentioned, the reason for poor results we found was due to model architecture not
supporting textual features. Thus, as we experimented, all features together play out
very important role in finding the segments.

The weights denotes how much each feature is trying to contribute itself in the deci-
sion process, representing that each modality has its own importance. With respect
to the memory, our model takes up only 1GB of the GPU compute time and takes at
max 60 milliseconds for each video clip making the model easy to use, given that the
features are pre-computed.
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Chapter 6

Error Analysis

We perform an extensive analysis on the incorrect topic names and found the follow-
ing observation

Ground Truth Model Output

python 3. . . python three . . .
python 2021 features python twenty

twenty one features

Table 6.1: Example from model inference for error analysis with number name issues

1. Number Names : Though the number and number name are both present in
the transcription, the model is only picking up the numbers rather than the
names, reducing the performance of the model. One another problems with
such numbers is the conversion, both the formats have been used in the tran-
scription, as shown in 6.1.

2. Abbreviations: Some of the abbreviations that are pronounced like AWS,
though having A. W. S., spaced characters in the transcription as well, are
preferred over combined.
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Chapter 7

Conclusion

We created a novel dataset with Table of Content for Educational videos scraped
from YouTube with the permission from the video owners. This dataset contains di-
versity in speakers nativity and video presentation style. It is a 1500hr long dataset
with over 200 different videos.

The system we designed takes all the information that the video has as different
modalities, to generate a table of content. The granularity of our model approximates
the start and end time of the topic to 60 seconds, where the topic name comes from a
collection of unique words/phrases selected from the video clips residing in the be-
tween the topics start and end time. We have also explored how different modalities
have played an important role in the model’s learning.
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