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Everything can be taken from a man but the
last of the human freedoms—to choose one’s
attitude in any given set of circumstances, to
choose one’s own way.

Viktor E. Frankl

The world will ask you who you are, and if
you don’t know, the world will tell you.

Carl Jung

Meaning is only found in the journey uphill,
and never in the fleeting sense of satisfaction
awaiting at the next peak.
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Abstract

IEEE 802.11ax, popularly known as WiFi 6, introduces OFDMA (Orthogonal Frequency Divi-
sion Multiple Access) that allows multiple users to transmit or receive frames concurrently via
a more flexible utilization of the available bandwidth. Due to its ability to perform concurrent
transmissions, prior studies suggest that OFDMA will provide reduced latency and increased
throughput compared to OFDM. As our first work, we investigate this claim under various
downlink traffic loads using the latest 802.11ax models supplied by the widely used open-source
network simulator ns-3 (version 3.34). Our simulation results show that the actual benefits of
OFDMA over OFDM can only be extracted under intermediate traffic loads. Motivated by this
finding, we compare the performance of OFDMA and OFDM by simulating various application
settings involving intermediate traffic rates. We find that OFDMA provides considerable improve-
ments over OFDM under such traffic conditions for different application-specific parameters of
interest, e.g., OFDMA delivers a more consistent bitrate for live video streaming applications and
reduced jitter for video conferencing applications. Furthermore, for applications involving small
payloads such as web-based applications and factory IoT-based motion control applications,
OFDMA results in 7− 10× lower average latency when compared to OFDM.

We observe from our experiments that OFDMA experiences a substantial increase in latency
as the payload size becomes small (90-30 B). In an IoT-based factory setting, applications
frequently exchange small payloads with stringent deadline constraints; missing these deadlines
for certain critical applications such as human-safety monitoring and equipment control have
a huge impact or penalty. Our experiments make it evident that such constraints cannot be
met by simple schedulers such as round-robin. Thus there is a need for intelligent scheduling
techniques in such deadline-based environments. As our second work, we propose a deadline-
aware scheduler for factory environments that maximizes the number of packet deadlines met
for critical applications and show that our scheduler significantly reduces the overall penalty
incurred due to missed deadlines compared to other deadline-based schedulers.
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Chapter 1

Introduction

Over the last decade, the demand for continuous connectivity has sky-rocketed. As a consequence,

there has been a significant increase in the number and variety of wireless devices. WiFi

has emerged as the leading wireless technology to cater to this demand, and it has provided

connectivity in crowded public spaces such as stadiums, airports, classrooms, and even inside

large residential complexes. Furthermore, the integration of wireless networks into traditional

wired factory networks is being driven by the emerging concept of a Flexible Factory [1]. The

Flexible Factory report [2] outlines many wireless applications that are in current use in factories

or expected to be of use in the near future. Thus, WiFi is contending for space in industrial

settings as well.

WiFi uses standard Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) to

mitigate collisions, where each node has to contend for channel access before each transmission.

Only on winning the contention can a device transmit data. Such a contention based channel

access scheme incurs huge overheads of waiting for each transmission. Moreover, on winning

a contention, only a single device can (successfully) transmit, which leads to reduced network

throughput and high latency. As a consequence of this, empirical evidence suggests that WiFi

performance suffers in dense settings [3]. In fact, one of the primary obstacles to the integration

of wireless networks in industrial environments has been the non-determinism associated with

this randomised contention based channel access scheme, resulting in intense competition by
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multiple wireless technologies in the industrial space [4]. Nevertheless, continued efforts by the

research community have kept WiFi in the fight [5, 6].

The recent WiFi standard IEEE 802.11ax, popularly known as WiFi 6, further advances these

efforts with an aim to improve WiFi performance in dense scenarios by replacing Orthogonal

Frequency-Division Multiplexing (OFDM) based single-user transmissions with Orthogonal

Frequency-Division Multiple Access (OFDMA) based multi-user transmissions. It also supports

a shift from randomised contention based channel access to centralized access via the introduction

of Multi-User EDCA parameters. OFDMA allows parallel transmissions by breaking the channel

into orthogonal sets of sub-carriers (or tones) called resource units (RU) and assigning them to

multiple users for each transmission [7, 8], as shown in Figure 1.1. By allowing multiple users to

access the channel simultaneously, OFDMA can improve the throughput per area significantly by

reducing the channel contention in the wireless system (see grey bars in Figure 1.1). Moreover,

the introduction of a Multi-User (MU) EDCA procedure to suppress station contention for

channel access via an advertised MU EDCA parameter set can further reduce collisions by

completely relegating channel access decisions to the access point.

On account of these features, the 802.11ax standard claims to improve the average perfor-

mance by up to 4× [7]. There are however, a few challenges in realizing this gain:

• As OFDMA breaks the available bandwidth into smaller RU’s, some tones are converted

into DC, Guard, and Null tones, reducing the overall channel capacity.

• There are additional overheads associated with OFDMA transmissions. For downlink

transmission, a common preamble is sent before the OFDMA transmission specifying

information such as the duration of the frame, tones assigned to the users, etc. Similarly,

for uplink, a trigger frame is sent that carries this information. Further, after the OFDMA

transmission, MU-Block Acknowledgements are solicited. Avallone et al. [9] have shown

that compared to single user frames, acknowledgment of multi-user frames introduces

significant overheads. Moreover, these overheads increase with an increase in the number

of users.

• Overheads are also associated with obtaining buffer status reports (BSR) and channel state
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information.

• Selecting the optimal sub-carrier allocation for users is also a challenging task, because of

multiple possible ways in which the channel can be split into RUs.

Thus, while OFDMA offers potential benefits, there is a need to understand when these benefits

can be extracted or how the associated overheads can be mitigated.
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Figure 1.1: Sequential OFDM vs. Parallel OFDMA Transmissions. Grey bars show contention overhead while red
bars show additional overheads due to the longer Preamble, MU-BAR Aggregated Trigger and MU-Block Acks.

Most previous work on IEEE 802.11ax [10, 11, 12] has primarily focused on scheduling

and resource allocation. Each of these works implicitly assumes that OFDMA based multi-user

transmissions would always provide better performance compared to OFDM based single-user

transmissions. However, some recent works [13, 9] have showcased that these assumptions are

not always true. Specifically, [13] showcased by running iperf utility that OFDMA provides

performance benefits only in dense WiFi scenarios with over 20 clients. [9] have shown that

under saturated channel conditions, OFDMA provides reduced network throughput compared

to OFDM. Hence, universal assumptions about OFDMA performance should not be made.

However, a deeper investigation based on realistic application traffic is needed to understand the

realistic benefits.

Thus, as our first work (Chapter 3), we utilize the latest 802.11ax models supplied by the open-

source network simulator ns-3 (version 3.34) to investigate the validity of the assumptions about

the performance of OFDMA. To this end, we compare OFDM and OFDMA performance under

various traffic loads in an attempt to find the scenarios where multi-user transmissions outperform

single-user transmissions. Our simulation based experiments in ns-3 (Section 3.1) show that
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the true benefits of OFDMA over OFDM in terms of aggregate throughput and overall average

packet latency can only be extracted under intermediate traffic loads. Overheads associated

with OFDMA transmissions (shown in Figure 1.1) under high traffic loads decrease the time

duration available for transmitting aggregated frames, which leads to a significant reduction in

aggregate throughput compared to OFDM. These results corroborate the results presented by [9]

for saturated channel conditions. Under low traffic loads, no significant performance gains are

observed by using OFDMA. That is because, under such conditions, single-user transmissions

easily catch up to multi-user transmissions since in the latter case most time is spent waiting for

the arrival of packets in the queue.

Motivated by these findings, we take a closer look at the performance of OFDMA compared

to OFDM for various application settings involving intermediate traffic loads in a dense scenario

with many stations (Section 3.2). We find that OFDMA provides considerable improvements over

OFDM under such traffic conditions for different application-specific parameters of interest, e.g.,

OFDMA delivers a more consistent bitrate for live video streaming applications, and reduced

jitter for video conferencing applications. Furthermore, for applications involving small payloads

such as web-based applications and factory IoT-based motion control applications, OFDMA

results in 1.6× less packet queuing and approximately 7 - 10× lower average latency when

compared to OFDM.

Although the experiments in our first work establish the clear supremacy of OFDMA over

OFDM for intermediate traffic load scenarios, we observe that as the payload size becomes

small (90-30 B), OFDMA experiences a substantial increase in latency due to an increased

packet arrival rate (Section 3.2.3). The Flexible Factory report [2] illustrates several wireless

applications in current use in various factory settings. Many outlined applications generate

time-bound traffic composed of small payloads (30-500 B). Some of these applications handle

critical operations such as human safety monitoring or equipment control. Our simulation results

make it evident that requirements for such time-constrained traffic cannot be met by simple

schedulers, such as round-robin (implemented by ns-3) for small payload sizes.

The concept of a ‘Flexible Factory’ is primarily driven by the demand for shorter product

development cycles which require greater flexibility in the layout of machines and the order of
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manufacturing processes [1]. Apart from this, there is a natural desire to reduce installation costs

and collect useful information from IoT sensors to better allocate resources and monitor the

status of humans and machines. In order to meet these requirements, traditional wired factory

networks must evolve to incorporate wireless networks.

IEEE 802.11ax also introduces a shift from a distributed contention-based channel access

scheme to a centralized scheme where the access point can be in charge of scheduling uplink

traffic along with downlink traffic. This paradigm shift is facilitated by the introduction of

Multi-User (MU) EDCA procedure. In this procedure, the access point advertises a set of EDCA

parameters composed of channel contention parameters and a countdown timer. On performing

a successful uplink OFDMA transmission, the stations switch their contention parameters to

MU EDCA parameters for a duration specified by the countdown timer. If the timer is long

enough, station contention for channel access can be completely suppressed and thus channel

access can be completely centralized by relegating all access responsibilities to the access point.

This feature can be utilized the counter non-determinism associated with the randomised channel

access procedure (DCF/EDCA) employed by stations in a WiFi network which is a primary

obstacle to the deployment of WiFi in factory settings.

As our second work, (Chapter 4), we utilize the paradigm shift towards centralized channel

access supported by 802.11ax to design a scheduler for deadline-based factory settings which

attempts to maximize the number of packet deadlines met for the most critical applications

(Section 4.2) by enforcing the stations to follow packet transmission schedules provided by the

access point via a trigger frame. We show that our scheduler significantly reduces the overall

penalty incurred due to missed packet deadlines compared to other deadline-based schedulers

(Section 4.5).
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Chapter 2

Related Work

We first discuss prior works related to the evaluation of OFDMA performance in WiFi 6 and

then focus our attention on works investigating the use of WiFi in industrial settings.

2.1 Evaluation of OFDMA Performance

Existing works on the performance of OFDMA fall into two categories:

• Obtaining better sub-carrier allocation to increase efficiency.

• Performance evaluation via modeling-based and empirical experiments.

The first category of works attempts to allocate sub-carriers to users to optimize a defined

objective function. The second category attempts to gain insight into the performance of

various 802.11ax features via different experimentation techniques without a focus on sub-carrier

allocation.

2.1.1 Optimal Subcarrier Allocation:

Multiple works have looked at Scheduling and Resource Allocation problem of IEEE 802.11ax.

Hence, various scheduling and resource allocation strategies have been proposed.
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Wang et. al [10] considers the objective of maximizing a sum utility under three modes

of operation: OFDMA, MU-MIMO and OFDMA+MU-MIMO jointly. The authors propose a

divide & conquer algorithm and prove its optimality for the relaxed assumption of one or more

users being assigned the same RU. Next, they propose two practical algorithms that do not violate

the aforementioned assumption, called Greedy and Recursive. The performance of the optimal

algorithm serves as an upperbound for these two algorithms. The key idea in these algorithms

is to break a RU into exactly two smaller RUs, creating a tree structure. The complexity of the

Recursive algorithm is O(4LNlogN) for simple OFDMA mode where L cannot exceed 7 based

on the available RU configurations in 802.11ax. The complexity of the Greedy algorithm O(N2).

Moreover, the Greedy algorithm exhibits much more poor performance than the Recursive

algorithm.

In [14], the authors propose a scheduler that maximizes throughput while preventing star-

vation for stations with low link rates. In order to achieve this they add an ageing factor in

the formulation of their optimization problem (aimed at maximizing throughput) and update

it after each transmission based on the transmission rate in the last round and current assigned

MCS value. The authors evaluate the performance of their proposed scheduler in ns-3 and

utilize an external library to directly solve their formulated optimization problem. They compare

the performance of their scheduler against the performance of legacy random access in WiFi

(DCF/EDCA) and report higher throughput and lower per station delay achieved in compared to

scenarios where the stations only use DCF/EDCA for channel access.

DeepMux [15] proposes a Deep Neural Network (DNN) based procedure for obtaining

Channel State Information (CSI) and for obtaining a near-optimal solution to the resource

allocation problem in Joint MU-MIMO and OFDMA. The CSI information is inferred by

receiving quantized CSI information on a small subset of tones from the stations and then passing

them to a well-trained DNN. The scheduling and resource allocation problem is modeled as a

Mixed Integer Non-Linear Programming (MINLP) problem. To solve it via DNNs, the problem

is divided into two sub-problems, finding optimal RU assignment and allocating power. The

DNN is used to find a sub-optimal RU assignment which converts the MINLP problem into an

LP problem, which is then solved. To evaluate the performance of DeepMux the authors utilize a
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test-bed with 1 AP and 4 stations and implement DeepMux ontop of the 802.11ax protocol and

train DNNs at the AP by utilizing the PyTorch library. The authors show that DeepMux provides

higher Net Throughput compared to other 802.11 defined channel sounding protocols.

The work in [16] proposes an uplink scheduler for minimizing the upload time (MUTAX).

The authors first formulate their scheduling problem as an optimization problem that maximizes

the throughput, which indirectly minimizes the upload time. The authors then propose an

algorithm for the optimization problem that utilizes the Hungarian algorithm to find the optimal

user-to-RU allocation for a given RU configuration and MCS value. To find the global optimal

RU allocation, the complete algorithm performs an exhaustive search over all possible RU

configurations that can be input to the Hungarian Algorithm. To evaluate the performance of

their algorithm, the authors implement their scheduler in ns-3 and also implement adaptions of

known OFDMA schedulers in LTE such as Proportionally Fair (PF), Shortest Remaining Time

First (SRTF) and Max Rate (MR). The authors report that when the stations are close to the

AP and the channel conditions are perfect, MUTAX and SRTF yield the same performance and

perform 30% better than PF and MR. When the stations are far apart, both MUTAX and PF

peform better than SRTP and MR on account of their efficient channel splitting mechanisms.

The authors then extend this work in [12] and propose a generic sum maximizing utility func-

tion to show how popular schedulers proposed for LTE like Max Rate, Proportional Fair, Shortest

Remaining Processing Time (SRPT) can be adapted for use in IEEE 802.11ax. The authors

continue to utilize the Hungarian algorithm to find the optimal RU allocation by performing an

exhaustive search over all available RU configurations and MCS values. Performance evaluation

is once again conducted in ns-3 and the authors show that when stations are arranged in a large

circle around the AP, due to variety in MCS values, stations are able to gain an advantage by

dividing the channel via OFDMA. And so, non-11ax schedulers are 2× less efficient compared

to the channel splitting proposed schedulers.

Inam et al. [17] considered the direct problem of designing a scheduler for minimizing the

number of packet drops in a time-sensitive environment. Their work first provides an algorithm

for estimating the deadlines of packets using Little’s Theorem and the Buffer Status Reports

collected by the Access Point. Once the deadlines have been estimated, they suggest a simple
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heuristic that sorts the stations based on their deadlines (earliest first) and then perform an

exhaustive search over all possible RU configurations to find the configuration that results in the

least number of packets dropped. The exhaustive search uses a recursive expression to estimate

the packet drops for a given RU configuration by taking into account the estimated deadlines and

the waiting times for the stations. The authors first evaluate the performance of their deadline

estimation algorithm against an ORACLE that knows the actual deadlines. The deadline values

estimated by their algorithm periodically converge to the actual deadline with a fixed maximum

error. Then they compare the performance of their scheduler against the MINUL scheduler which

minimizes the upload time by maximizing the throughput. The authors report a 6× reduction in

the observed packet drops compared to MINUL.

Although the above-discussed works have provided solutions for the design of various

OFDMA schedulers in different WiFi settings, none of them, apart from the work by Inam et al.

[17], has attempted to design a scheduler with deadlines as the primary constraint.

2.1.2 Performance Evaluation and Optimization:

The performance of OFDMA has been evaluated under different conditions for a long time

for different protocols such as cellular networks [18, 19] and WiMAX [20]. However, these

evaluations have not been conducted for channel models or environments typically seen in WiFi

networks.

802.11ax introduces 1024-QAM and DL OFDMA which is expected to provide a 25%

increase in throughput. The work in [13] investigates this claim using a test-bed with two

different AP vendors. They report low DL OFDMA usage in their traffic profiling data for a one

vendor because of a complex scheduler that takes into account the packet sizes, buffer size and the

number of stations exchanging packets. Another vendor always forces OFDMA transmissions.

Regardless, both the vendors utilize the channel resources poorly and suffer throughput losses as

a result. The authors also report that the 1024-QAM feature is only usable when the range of

operation is less than 6 m. Finally the authors note that the poor implementation of the schedulers

by both the vendors result in higher latency. For the given test-bed, the authors conclude that the
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benefit of OFDMA is limited unless the number of clients is large. The work thus establishes the

important role of the scheduler in realizing the gains offered by OFDMA in 802.11ax.

Naribole et al. [21] investigated the impact of Multi-User (MU) EDCA parameters on

network performance in OFDMA for saturated traffic and video traffic. The authors implement

their 802.11ax models in ns-3 for conducting the evaluations. For the saturated traffic conditions

and a high MU EDCA timer value, they report a 4× increase in throughput. For video traffic, a

non-zero MU EDCA timer value results in a significant drop in latency, more so for HD quality

video traffic. Finally, the authors note that an MU EDCA timer value of 200 ms can support

a network of 2000 nodes for a high MCS value. Thus, the authors conclude that by utilizing

varying MU EDCA parameters to alter the channel access priority of the stations, fairness to the

Access Point can be guaranteed in the network. This work has shown that non-determinism in a

WiFi network can be limited via the newly introduced MU EDCA procedure. In our work, we

utilize this feature when we design a deadline-based scheduler in Chapter 4.

Extensive simulation-based evaluation of OFDMA for WiFi became much easier with the

release of ns-3 version 3.34, which offers WiFi models validated against an analytical model

of OFDMA transmissions across many stations [22]. The work [9] leveraged these models

to show that although OFDMA provides lower latency compared to OFDM under unsaturated

channel conditions, its use results in lower throughput under saturated channel conditions. The

authors also evaluated the effect of MU EDCA parameters with a very long time value (2 ms)

on performance in a scenario with both uplink and downlink traffic. They note that overheads

associated with UL OFDMA transmission increase with an increase in the number of users,

which in turn increase the overheads for DL OFDMA. Thus, although MU EDCA parameters

allow elimination of collisions, when the number of users is high, throughput degrades compared

to No OFDMA case on account of these overheads. Finally, they show via simulations that

when the distance between the stations and the AP is large, increased power spectral density in

small RUs leads to increased throughput in UL OFDMA transmission. This work has partially

motivated us to undertake a more thorough investigation of OFDMA performance in 802.11ax in

Chapter 3.
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2.2 WiFi in Industrial Settings

WiFi deployment in the industrial space suffers from two major obstacles. Non-determinism

associated with the randomised contention based channel access scheme employed by WiFi

and unreliability of wireless links. Multiple works have attempted to overcome or navigate

these obstacles by employing different strategies. The works discussed in this section provide

solutions for WiFi deployment in factory environments orthogonal to the solution proposed in

our work. However, they are worth mentioning because they have allowed WiFi to remain a

relevant technology for industrial wireless networks.

Seno et al. [6] attempted to enhance determinism in WiFi communications to enable soft-real

time applications in industries. The authors proposed a generic framework composed of a

coordinator node with supreme rights to initiate transmissions via request packets. The authors

applied this proposed framework to WiFi and evaluated the performance via a test-bed composed

of a personal computer acting as the network coordinator. MAC DATA frames were used to

encode request and data packets. The authors report a high delivery success percentages both for

the case of an internal error generator and an external error generator, and note that the primary

cause for missed deadlines were transmission errors.

The work in [23] makes a case for the use of IEEE 802.11n in industrial settings. The authors

first perform a thorough study of the features introduced by the standard and then evaluate the

performance of the standard by deploying a test-bed which simulates an industry environments

in a laboratory by injecting noise through an RF generator. The authors report a substantial

decrease in the Packet Error Rate (PER) by the adoption of space-time block coding (STBC)

technique in Multiple-Input and Multiple-Output (MIMO) transmissions.

The use of co-operative diversity in a factory environment was investigated in [24]. Co-

operative diversity allows re-transmissions for failed packets by utilizing a relay node. The

relay node overhears packets transmitted on the network and responds to failed transmissions.

Selective co-operating relaying involves use of policies for timing the update of relay nodes. The

authors evaluate the performance of three relaying protocols-Periodic, Adaptive and Reactive,

by implementing them on 7 nodes deployed in a packaging plant. They authors report that all
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the three protocols outperform the conventional time diversity protocols in packet delivery ratio.

Moreover, the reactive relaying protocol provides the best performance.

The work in [5] proposes Wi-Red, a parallel redundancy protocol (PRP) which aims to

improve timeliness and dependability in links by transmitting duplicate packets on redundant

links. It also aims to avoid unnecessary duplication on the redundant links which is a major

drawback of other known PRPs. The authors compare the performance of Wi-Red by employing

different duplication avoidance algorithms (PDA/RDA) against other well known PRP over

WiFi (PoW) protocols. To evaluate the performance of Wi-Red, the authors utilize a test-bed

comprising of a single link between a source and a destination with a number of intereferring

nodes and two jammer nodes. The authors report a significant reduction in the percentage of

packets drops by using Wi-Red when compared to legacy DCF transmission mechanisms and

other PoW protocols.
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Chapter 3

When is Multiple Access Beneficial?

Analysing Multi-User Performance in

802.11ax

In this work, we investigate the validity of various assumptions about OFDMA performance

in WiFi 6. We begin by comparing the performance of multi-user OFDMA transmissions and

single-user OFDM transmissions under various traffic loads (in Section 3.1). Next, we compare

OFDMA and OFDM in various practical settings (in Section 3.2) involving various applications.

These applications are sensitive to various performance metrics, such as bit-rate consistency

for live video streaming applications, jitter for video conferencing applications and latency for

web-based and factory IoT-based applications. We utilize the latest 802.11ax models supplied by

the open-source network simulator ns-3 (version 3.4) to conduct our evaluations.
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3.1 OFDMA VS. OFDM under various Traffic Loads

3.1.1 Simulation Setup

The latest 802.11ax models in Network Simulator 3 (version 3.34) [25] support both downlink

and uplink OFDMA transmissions, and provide a Round Robin scheduler which splits the

bandwidth into a user specified RU configuration. For a 40 MHz bandwidth, available RU

configurations are as follows: 2× 242-tones, 4× 106 + 2× 26-tones, 4× 106-tones, 8× 52 +

2× 26-tones, 8× 52-tones and 18× 26-tones (See Figure 3.1 below).

18x26-tones

8x52-tones

8x52 + 2x26-tones

4x106-tones

4x106 + 2x26-tones

2x242-tones

484-tones

Figure 3.1: Available RU configurations for the Round Robin scheduler

The parameters for the simulation setup are summarized in Table 3.1. The stations are

uniformly distributed around the AP in a radius of 5 meters. The MAC queue sized is fixed at

6, 000 packets to allow sufficient frames for aggregation. The PHY rate at the given MCS and

Guard Interval is 243.75 Mbps. The stations start their applications at random instances. The

acknowledgment sequence for OFDMA consists of a MU-BAR Trigger Frame aggregated to a

downlink transmission followed by MU Block Acks. In case of OFDM, the acknowledgments

are the usual Implicit Block Acks. We measure the aggregate downlink throughput achieved and

the average packet latency experienced by the stations (both at the MAC Layer) as we vary the

downlink traffic load from 245 Mbps (High) to 5 Mbps (Low).

Since an OFDMA transmission can take at most TXOP limit (5.44 ms) time duration, we

divide the simulation duration into abstract time windows of size equal to the TXOP limit and

tabulate some metrics of interest within such time windows to better interpret the results of our

analysis (Tables 3.2 and 3.3). Since the simulation duration is fixed, the number of such time

windows is also fixed.
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Parameter Value Parameter Value
Stations 40 Scheduler Round Robin
Radius 5 m Bandwidth 40 MHz
Transport Protocol UDP Guard Interval 3200 ns
Payload Size 1000 B MCS 11

MSDU Aggregation Disabled MPDU Aggregation Enabled
MAC Queue Size 6, 000 packets Simulation Duration 10 sec

Table 3.1: Simulation Parameters
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Figure 3.2: Effect of Traffic Load on Average Latency
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Figure 3.3: Effect of Traffic Load on Aggregate Throughput

3.1.2 High Downlink Traffic Load

Under a very high downlink traffic load (245 Mbps), we note from Figure 3.3 that the aggregate

throughput achieved by OFDMA is less than that achieved by OFDM1. Since there is only

downlink UDP traffic, there are no collisions in the system. Thus, throughput is only limited by

the overheads associated with the contention-based channel access scheme (employed by the

Access Point), the Preamble, MAC header and the Acknowledgment sequence [9].
1We use the terms OFDM and No OFDMA interchangeably.
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Configuration Transmissions Stations Served Frames
Transmitted

No OFDMA 3 3 145

4×RU-106 1 4 124

8×RU-52 1 8 120

18×RU-26 1 18 126

Table 3.2: Simulation metrics over a TXOP limit time window
(High Downlink Traffic Load)

Avallone et al. [9] point out that whenever the bandwidth is equally split into smaller sized

RUs, there is an increase in the overheads associated with the transmission of the Preamble, the

MU-BAR Aggregated Trigger Frame, and the MU-Block Acks. These overheads decrease the

time duration available for transmitting aggregated frames (see Figure 1.1), limiting the size of

the generated A-MPDUs.

Figure 3.4: Aggregation Statistics for High Traffic Load

Since the channel is saturated (Aggregate downlink traffic load ≈ PHY rate = 243.75 Mbps),

the queue quickly fills up, implying that there are always enough packets in the queue for frame

aggregation. Thus, aggregation stops either because further aggregation would violate the TXOP

limit with the given RU size, or because the Block Ack sequence number space (64) is exhausted

[26].

Figure 3.4 shows that for any OFDMA configuration, all generated A-MPDUs have size

less than the maximum possible A-MPDU size (64). Hence, for OFDMA, the number of

MPDUs transmitted per station is bottle-necked by the TXOP limit. This implies that each

OFDMA downlink transmission spans an entire TXOP limit (Table 3.2), and consequently,

for each RU configuration, an equal number of transmissions are performed. For OFDM,
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however, Figure 3.4 shows that 66.67% of the generated A-MPDUs have size equal to the

maximum possible A-MPDU size. Hence, the number of MPDUs transmitted per station

is bottle-necked by the sequence number space (64). This implies that an OFDM downlink

transmission doesn’t span the entire TXOP limit. In fact as mentioned in Table 3.2, compared to

only 1 OFDMA transmission, 3 OFDM transmissions are performed within a TXOP limit time

window, transmitting approximately 145 MPDUs (verifiable from Figure 3.4, 64+64+17 = 145).

Thus, OFDM reports a higher throughput than OFDMA. This result shows that OFDMA should

not be the go-to option for dense scenarios with high downlink traffic load.

3.1.3 Low Downlink Traffic Load

Under low traffic loads (5 Mbps), Figure 3.3 and 3.2 show there is no significant difference

between OFDMA and OFDM transmissions in terms of aggregate throughput or overall average

latency (OFDM has a latency of 0.128 ms compared to 0.110 ms for OFDMA). This is because,

at such low data rates, OFDMA quickly performs concurrent transmissions to all the stations

whose packets have arrived in the queue, and then it waits for the next set of packets to arrive.

During the same time period, OFDM is able to perform sequential single user transmissions to

the same stations, and as a result, is able to catch up to OFDMA in terms of performance. Hence,

at low traffic loads, OFDMA offers no significant benefit over OFDM even in dense scenarios.

3.1.4 Intermediate Downlink Traffic Load

As can be seen from Figure 3.2 and Figure 3.3, under an intermediate traffic load scenarios

(120 Mbps), both OFDMA and OFDM provide similar performance in terms of throughput,

however, in terms of latency OFDMA always outperforms OFDM. The latency values we obtain

are similar to the ones reported by [9] for an aggregate downlink data rate of 100 Mbps.

Since the channel is not saturated (Aggregate data rate < PHY rate), queuing is limited. The

limited queuing causes frame aggregation to now be bottle-necked by the number of MPDUs in

the queue for both OFDM and OFDMA. Figure 3.5 shows that OFDM experiences more queuing

compared to OFDMA. However, as indicated in Table 3.3, OFDM is able to transmit as many
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Figure 3.5: Aggregation Statistics for Intermediate Traffic Load

Configuration Transmissions Stations Served Frames
Transmitted

No OFDMA 22 22 82

4×RU-106 13 52 82

8×RU-52 10 80 82

18×RU-26 5 90 82

Table 3.3: Simulation metrics over a TXOP limit time window
(Intermediate Downlink Traffic Load)

frames as OFDMA within a time window by performing more transmissions, and therefore,

achieves the same throughput.

The lower average latency observed with OFDMA is related to the number of clients served

over a TXOP limit time window. As mentioned in Table 3.3, in each TXOP limit time window,

OFDM serves 22 × 1 = 22 stations while OFDMA (18×RU-26) serves 5 × 18 = 90 stations.

Thus, OFDMA serves more clients in each TXOP limit window than OFDM, which leads to

decreased waiting times for the packets. Hence, the true benefits of multiple access in terms of

aggregate throughput and overall average latency only become visible under intermediate data

rates.

3.2 Performance Analysis of Applications under Intermediate Loads

Motivated by our findings in the previous section, we now compare the performance of OFDMA

and OFDM for various applications under intermediate traffic loads.
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3.2.1 Live Video Streaming Applications

The demand for live video content has shown consistent growth over the years [27]. Usually,

applications delivering videos to the user at a latency of less than 10 s are known as live video

streaming applications. Since it is important for live video streaming applications to deliver

frames that correspond to the most recent event, if a consistent bitrate is not being received at

the user end, then such applications begin requesting images of lower quality. Therefore, bitrate

consistency is a metric of interest for live video streaming applications, and in this section, we

measure it for a typical streaming setting.

3.2.1.1 Simulation Setup:

We simulate two scenarios involving 40 clients viewing a live video. In one scenario, the video

is being viewed at 720p, 60 fps (High Quality), whereas in the other, it is being viewed at 1080p,

60 fps (Very High Quality). Bitrates in the range of 2, 250 − 6, 000 Kbps and 4, 500 − 9, 000

Kbps are required for viewing a live video at 720p, 60 fps and 1080p, 60 fps respectively [28].

Hence, to simulate the first scenario we set the per station downlink data rate to 3 Mbps and to

simulate the second scenario we set it to 5 Mbps. The rest of the simulation parameters are the

same as in Table 3.1. We then measure the aggregate throughput and average packet latency after

100 ms intervals.

3.2.1.2 High Quality Live Video:

In the case of OFDM, the box plots in Figures 3.6 and 3.7 below report an inter-quartile range

(IQR) of 8.93 Mbps and 0.33 ms for throughput and latency respectively, compared to 0.01

Mbps and 0.00017 ms for the 18×RU-26 OFDMA case. Hence, it is evident from the box plots

that OFDMA provides much more consistent performance compared to OFDM in terms of

aggregate throughput and average latency. The reason for this superior performance is the ability

of OFDMA to serve more clients compared to OFDM over any given time window, as explained

in Section 3.1.4.
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Figure 3.6: Distribution of Measured Aggregate Throughput for High Quality Live Video
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Figure 3.7: Distribution of Measured Average Latency for High Quality Live Video

3.2.1.3 Very High Quality Live Video:

We notice from the box plot for this simulation (Figure 3.8) that compared to the previous

scenario (Figure 3.6), the boxes are larger for OFDM and two OFDMA configurations (4×RU-

106 and 8×RU-52). However, for the 18×RU-26 configuration, the box is still tiny. The IQR for

OFDM in the plot is 32.61 Mbps, compared to 34.75 Mbps, 37.27 Mbps and 0.56 Mbps for the

8×RU-52, 4×RU-106 and 18×RU-26 OFDMA configurations respectively.

As the per station (downlink) data rate increases from 3 to 5 Mbps, we move from the

intermediate downlink traffic load scenario towards the edge of the high downlink traffic load

scenario. Hence, the number of clients served by OFDMA in each TXOP limit time window

reduce (Table 3.2 and 3.3), thereby leading to the observed degradation in performance for the

4×RU-106 and 8×RU-52 configurations. Furthermore, for OFDM, the queue quickly fills up,

leading to packet drops, and so we do not report the latency in this case.
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Figure 3.8: Distribution of Measured Aggregate Throughput for Very High Quality Live Video

3.2.2 Video Conferencing Applications

During the Covid-19 pandemic, video conferencing has become the default mode of communi-

cation [29]. These applications are more sensitive to latency and network jitter than ordinary

live video streaming since any perceptible delay is noticed by the users. Here, we measure these

metrics for a typical scenario involving video conferencing traffic (three-person group video

conference).

3.2.2.1 Simulation Setup:

Once again, we use the same simulation setup as mentioned in Table 3.1. However, in order to

simulate each client engaged in a three-person group video conference, we set the per station

downlink data rate to 2 Mbps and uplink data rate to 512 Kbps [30].

Since there is now uplink traffic being generated at the stations, it is essential to schedule

uplink OFDMA transmissions. After every downlink OFDMA transmission, a BSRP trigger

frame is sent by the AP to collect Buffer Status Reports via QoS null frames. Then, a trigger

frame is sent to solicit an uplink OFDMA transmission from the same set of stations that were

served in the last downlink OFDMA transmission. To support OFDMA transmissions, we

implement and utilize MU-EDCA parameters. Naribole et al. [21] point out that for 32 stations,

an MU EDCA timer value of 25 ms is sufficient, however since our scheduler collects Buffer

Status Reports before each uplink OFDMA transmission, we set it to 50 ms.
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3.2.2.2 Three-person Group Video Conference:

For reporting jitter, we measure the difference between the 90th and 75th percentile values. The

downlink and uplink jitter values for all configurations have been tabulated in Table 4.1. The box

plots in Figures 3.9 and 3.10 show the packet latency distribution for each configuration.
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Figure 3.9: Packet Latency Distribution for Downlink
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Figure 3.10: Packet Latency Distribution for Uplink

The box plots indicate that for both downlink and uplink, OFDM reports much higher latency

values compared to OFDMA. Also, as can be noted from Table 3.4, OFDM shows significantly

higher network jitter. The reason for the high latency and jitter values reported for the OFDM

case are collisions in the system due to the presence of both uplink and downlink traffic. For

the OFDMA case, there are no collisions in the system since station contention is suppressed

via the advertised MU EDCA parameters. Moreover, as expected, the 18×RU-26 configuration

provides the most superior performance in terms of latency and jitter.
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Configuration Downlink Jitter (ms) Uplink Jitter (ms)
No OFDMA 14.54 145.62

4×RU-106 1.52 1.87

18×RU-26 0.44 0.65

Table 3.4: Network Jitter for Three-person Group Video Conference

3.2.3 Web-based and Motion Control Applications

Internet traffic is generally composed of packets sizes in the range of 40 - 1000 B [31]. More-

over, in IoT-based factory settings, motion control applications responsible for controlling the

movement/rotation of machine components frequently exchange control information of the order

of tens of bytes (≈ 30 bytes) [1, 32]. In this section, we compare the performance of OFDMA

and OFDM for small payloads under an intermediate traffic load.
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Figure 3.11: Aggregation Statistics for varying Payload Size (No OFDMA)
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Figure 3.12: Aggregation Statistics for varying Payload Size (18×RU-26 OFDMA)
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Figure 3.13: Average Latency for varying Payload Size

3.2.3.1 Simulation Setup:

We once again utilize the same overall simulation parameters mentioned in Table 3.1. In order to

analyze the effect of decreasing payload size on performance under an intermediate data rate, we

reduce the payload size from 1000 B to 30 B while keeping the aggregate downlink data rate

fixed at 60 Mbps. In doing so, we keep an eye on the per-station A-MPDU sizes being generated

and also measure the average overall packet latency and aggregate throughput.

3.2.3.2 Intermediate Payload Size:

Figure 3.13 shows that for payload sizes in the range 1000 - 250 B, the average overall packet

latency for OFDM steadily increases, whereas for OFDMA, it gradually decreases. Figures 3.11

and 3.12 provide a distribution of per-station A-MPDU sizes over the duration of the simulation

for each payload size. As the payload size decreases from 1000 to 250 B, the per-station A-

MPDU size increases from 1 to 6 for OFDM whereas for OFDMA it remains 1. This implies that

as the payload size decreases, queuing occurs for OFDM (since the packet arrival rate increases),

but not for OFDMA. The underlying reason for this difference is the ability of OFDMA to serve

more clients within a time window compared to OFDM (Table 3.3). Moreover, for OFDMA,

as the payload size decreases, the transmission time also decreases (since no aggregation takes

place). This explains why the latency decreases for OFDMA as the payload size decreases.
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3.2.3.3 Small Payload Size:

As the payload size decreases from 250 B to 100 B, the average overall packet latency now

increases for both OFDM and OFDMA (Figure 3.13). Figure 3.12 indicates that this is because

queuing has now also begun for OFDMA. Further, as the payload size decreases by ten more

bytes to 90 B, OFDMA again registers a decrease in latency since a lower transmission time is

associated with a smaller payload size. Figures 3.11 and 3.12 also show that in the payload size

region 100 − 90 B, per-station A-MPDU sizes are smaller for OFDMA compared to OFDM.

This implies that even under a high packet arrival rate, OFDMA is better able to counter packet

queuing compared to OFDM due to its ability to serve more clients in a given time window.

3.2.3.4 Very Small Payload Size:

For very small payload sizes (30 B), we observe a drastic difference in the performance of

OFDMA and OFDM. At high packet arrival rates (250, 000 packets/second), the queue com-

pletely fills up for OFDM. As a result, the average overall packet latency increases exponentially

compared to the 90 B payload case (where the arrival rate was 83, 333 packets/second). However,

for OFDMA, neither does the queue completely fill up nor does OFDMA report an exponential

increase in latency. Compared to the 90 B payload case, the overall average packet latency in

this case only increases by 6.7×. Moreover, OFDM also experiences a steep drop in throughput

to 44 Mbps, whereas no such drop is experienced by OFDMA. Thus, OFDMA significantly

outperforms OFDM for the case of small packets.

3.2.3.5 A Noteworthy Trend

A noteworthy observation from Figure 3.13 is that as the payload size decreases from 1000 to

250 B, OFDMA experiences a decrease in latency, which is attributed to no queuing and lower

transmission time associated with smaller payload size. However, further reduction in payload

size from 100 to 30 B results in a substantial increase in latency due to an increased packet arrival

rate which leads to increased queuing as shown in Figure 3.12.
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3.3 Conclusion

In this work, we investigated the performance of OFDMA in IEEE 802.11ax using the latest

models supplied by the open source network simulator ns-3. We first analysed the performance

of OFDMA under various downlink traffic loads to find out the scenarios in which multi-user

transmissions outperformed single-user transmissions. Our experimental results establish that the

true benefits of OFDMA over OFDM can only be extracted under intermediate traffic loads. At

high traffic loads, overheads associated with OFDMA transmissions decrease the time duration

available for transmitting aggregated frames. On the contrary, for low traffic loads single-user

transmissions easily catch up to multi-user transmissions since in the latter case most time is

spent waiting for the arrival of packets in the queue. We then analysed the performance of

OFDMA under intermediate traffic load scenarios in various application settings and showed that

for live video streaming applications, it provides more consistent bitrate and latency compared to

OFDM. For typical video conferencing settings, OFDMA provides significantly lower latency

and reduced network jitter. And finally, for web-based applications and factory IoT-based motion

control applications, OFDMA far outperforms OFDM in terms of its ability to counter packet

queuing.

Lastly, we observed that as the payload size decreases, OFDMA experiences an increase in

latency due to an increased packet arrival rate. A usage survey by the Flexible Factory Project

[2] outlines several wireless application in current use in factories. Many of these applications,

such a safety monitoring and equipment control exchange small payloads with stringent deadline

constraints and a very high communication rate. Moreover, the node density for such applications

is also quite high (upto 50 for human safety and 20 for equipment control [1]). Therefore, for a

factory environment with such applications, there is a need for intelligent scheduling techniques

to ensure that the deadline requirements for critical applications are met under a high packet

arrival rate. On this note, we propose a Minimize Deadline Penalty Scheduler in the next chapter

that exploits knowledge of the packet arrival patterns and their deadlines in flexible factory

environments to minimize the total missed packet deadlines for important applications.
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Chapter 4

Driven by Deadlines: Optimizing OFDMA

for Deadline Constrained Settings

A usage survey by the Flexible Factory Project [2] categorized the various wireless applications

in current use in factories. Some of the major categories include: (1) Quality Supervision, (2)

Factory Resource Management, (3) Human Safety. The survey also provides the details of the

communication requirements for these applications. The requirements for some of these have

been tabulated in Table 4.1 below. It can be noted from the table that many applications have

delay tolerance values as low as a few milliseconds, while others have comparatively relaxed

tolerance values of the order of hundreds of milliseconds or few seconds. Another point to note

is that for some applications, such as human safety monitoring and equipment control, the rate

of communication is very high, i.e, once every one or two milliseconds.

In this work, we design a Minimize Deadline Penalty (MDP) scheduler for a flexible factory

setting involving uplink traffic composed of small payloads. The scheduler utilizes known

packet arrival patterns and deadline requirements for the applications in a factory setting to

minimize the number of packet deadlines missed. We implement our scheduler and simulate

the factory scenario in ns-3. We begin this work by first discussing the mechanisms of uplink

OFDMA transmissions in 802.11ax (Section 4.1). We then formulate the scheduling problem in

Section 4.2 as an Integer Linear Programming Problem. Afterwards, sections 4.3 and 4.4 outline
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Wireless Appli-
cation Information Data Size

(Bytes)
Communication
Rate

Delay Toler-
ance

Equipment Control
Control of liquid
injection

Water volume 64 Once per 1 min 100 ms

AGV Control
Go signal, posi-
tioning

100 Once per 1 min 100 ms

Bottle filling Fill valves 400 Once per 1 ms 0.5 ms

Warehouse
Stacker crane
positioning

10 Once per 2 ms 1 ms

Quality Supervision
Monitoring of
equipment

State of tools,
disposables

A few hun-
dreds

Once per 1 s 1 s

Counting num-
ber of wrench
operations

Pulses, dispos-
ables

64 Once per 1 min 100 ms

Detect defect
state

Defect informa-
tion

500
Once per 100
ms

500 ms

Factory Resource Management
Movement anal-
ysis

Wireless beacon A few tens Twice per 1 s A few seconds

Work record Text data 100 Once per 1 min 1 s
Human Safety

Detect entry in
the proximity of
a machine

Position of hu-
man

10 - 30
Once per 1 - 10
ms

2 - 20 ms

Table 4.1: Communication Requirements for various Wireless Applications in a Factory

two variants of our Minimize Penalty Deadline scheduler, Optimal and Heuristic, for solving

the scheduling problem. Finally, in section 4.5 we evaluate the performance of our proposed

Minimize Deadline Penalty scheduler by simulating a typical factory scenario in ns-3 based on

the applications mentioned in Table 4.1.

4.1 Towards Centralized Channel Access

802.11ax introduces uplink and downlink OFDMA in WiFi, coordinated by the access point.

The standard also introduces a Multi-User (MU) EDCA procedure that allows the access point

to tweak the priorities of nodes contending for channel access via an advertised MU EDCA

parameter set. The MU EDCA parameter set contains contention window parameters to be used

by stations for channel access contention via the EDCA (Enhanced Distributed Channel Access)
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mechanism, along with a countdown timer.

Uplink OFDMA transmissions are solicited from the stations by the access point via the

downlink transmission of a trigger frame. The trigger carries various transmission related

parameters, including station-to-RU mapping related information. Upon reception of the trigger,

the stations wait for a SIFS duration before participating in a synchronized uplink OFDMA

transmission. After successfully performing an uplink OFDMA transmission, the stations change

their contention window parameters to the MU EDCA parameters advertised by the access point

for a duration specified by a countdown timer. A long value for the MU EDCA countdown timer

can completely suppress station contention for channel access in the network. In such a situation,

the stations become dependent on uplink OFDMA transmissions solicited by the access point

to transmit data. And so, the transmission paradigm for stations shifts from being distributed

contention-based, to centralized polling based.

In a network with station contention completely suppressed, all channel access decisions

are made by the access point. This removes the non-determinism associated with randomised

channel access schemes such as DCF/EDCA, thus removing a major obstacle limiting WiFi

deployment in factory networks. We utilize these features to design a Minimize Deadline Penalty

scheduler in this work. The scheduler at the access point generates a schedule specifying the

station-to-RU mapping for each station. The mapping is transmitted to relevant stations via a

downlink trigger frame. A SIFS duration after the trigger is received, the stations perform an

uplink OFDMA transmission. Station contention for channel access is completely suppressed

via the MU EDCA procedure.
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4.2 The Deadline-based Scheduling Problem

In this section, we formulate our Deadline-based scheduling problem as an Integer Linear

Programming Problem.

4.2.1 Notation

To aid the formulation of our problem, and to provide a more concise description of the various

objects in our problem domain, we introduce some mathematical notation.

Let the time axis be divided into discrete time quanta [t0, t1], [t1, t2] . . . [tn−1, tn] of fixed duration

∆ = 1 ms. Thus, ti = i ∗∆.

And, let m packets p0, p1, . . . pm−1 be generated by l applications As = {A0, A1, . . . Al−1} over

n time instants t0, t1, . . . tn−1. Where, for each time instant, we have j equal sized RUs available

r0, r1 . . . rj−1.

Moreover, each packet pi has an associated arrival time ai and deadline di. And each wireless

application Ai is described using the integer tuple < Ti, si, di, Pi >, based on the information in

Table 3.4.

Where, Ti is the time period of packet generation/communication rate for the application.

si is the size of the application packets.

di is the delay tolerance for the application packets.

Pi is the penalty/priority of the application packets.

4.2.2 Assumptions

Before we proceed with a concrete formulation of our scheduling problem, it is important to

enumerate the assumptions about the nature of our problem,

1. Packet deadlines and arrival patterns known: We assume that the access point is aware

of the deadlines and packet arrival patterns of each wireless application deployed in the
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network. This is a valid assumption in a factory setting where each application has well

known characteristics as mentioned in Table 4.1.

2. Only one application per station: Every station has one and only one application running

on it which generates packets according to a configured time period. This assumption is

true for most IoT devices which only serve a single function, e.g., transmit data collected

from sensors.

3. Packets dropped on expiration of deadline: Whenever a packet’s deadline expires,

it is immediately dropped from the access point queue. The applications can be easily

configured to meet this requirement.

4. No packet queuing at the stations: A new packet for an application is not generated until

the last packet’s deadline has expired, and the packet has been dropped as a consequence.

Mathematically, this means that Ti > di for each application. In this work, we only

consider applications that meet this requirement by generating periodic traffic.

5. A fixed resource unit configuration: Since the payload sizes si are small, the best way

to split the bandwidth into resource units (RUs) is to choose a RU configuration that

maximizes the number of packets that can be transmitted. For example, for 40 MHz

bandwidth, if 20 packets would arrive for transmission over a time window [ti, tj], choose

the 18× 26-tone resource unit configuration. If 3 packets arrive, choose the 4× 106-tone

configuration (one resource unit would be wasted in this case). Therefore, as an input to

our scheduling problem, we have a fixed RU configuration that is decided based on the

number of packets that would be arriving over the considered time window for scheduling.

All possible RU configurations are given in Figure 3.1.

6. Packets arrive only at the fixed time instants: We assume that all applications were

started at the beginning of some time instant. This assumption aids in the modelling of

our scheduling problem with minimal deviation from reality, since our considered value of

∆ = 1 ms is very small.

7. Same MCS value for all stations: We assume that every station observes similar channel

conditions and is thus assigned the same MCS value. This assumption has been made to
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simplify the design of our scheduler.

8. Transmissions contained within a time quantum: Every transmission starts at the

beginning of a time quantum and ends before the next time quantum starts. In effect, every

transmission is contained within some time quantum and lasts for a maximum duration

of 1 ms. In order to achieve this, we ensure that the transmission duration τ , which is a

function of the chosen RU configuration r, the MCS value assigned to all stations m and

the size of the largest payload in the transmission s = max (sk) ∀k (k is the number of

stations participating in the transmission), is less than the duration of a time quantum ∆.

Mathematically, τ(r,m, s) < ∆.

9. Only one transmission allowed per time quantum: Even if a transmission ends well

before the end of the time quantum in which it was scheduled, the next transmission cannot

start until the beginning of the next time quantum. This requirement has been imposed

only to aid the design of our scheduler.

4.2.3 Integer Linear Programming Formulation

Let ztp be a decision variable which is equal to 1 or 0 depending on whether the pth packet is

scheduled at time instant t or not.

Let ytr be a decision variable which is equal to 1 or 0 depending on whether the rth RU is

allocated to some packet at time instant t or not.

Let xt
pr be a decision variable indicating that pth packet is allocated rth RU at time instant t.

Then, the relationship between xt
pr and ztp can be defined as:

∑
r

xt
pr = ztp,∀p, r. (4.1)

Equation 4.1 models the constraint that in a particular transmission, starting at time instant t, one

packet can be assigned at most one RU.
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Similarly, the relationship between xt
ij and ytj can be defined as:

∑
p

xt
pr = ytr,∀r, t. (4.2)

Equation 4.2 models the constraint that in a particular transmission, starting at time instant t, one

RU can be assigned to at most one packet.

Let λp denote a variable which is equal to 1 or 0 depending on whether the pth packet was

transmitted in some time instant or not. Then, we have:

λp =
∑

t∈[ap,dp]

ztp, ∀p, (4.3)

Where ap and dp denote the arrival time instant and the deadline of that packet respectively.

Let the total number of carriers available be given by B, and the number of carriers required to

utilize yrt be denoted by br. Then, the budget constraint is given by:

∑
r

ytrbr ≤ B, ∀t. (4.4)

If Ip is the penalty for not transmitting the pth packet. Our objective is to minimize the sum of

total penalties. We write this as:

Minimize
∑
p

(1− λp)Ip. (4.5)

or equivalently,

Maximize
∑
p

λpIp. (4.6)

The objective function in Eq. 4.5 subject to the given constraints is an integer linear program-

ming problem (ILP). A solution to this ILP would provide a schedule for packet transmission

that minimizes the total penalty incurred due to dropped packets.
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In general, ILPs are NP-Hard, thus, it is undesirable to solve the formulated ILP via con-

ventional optimization solvers. Therefore, in the next section, we propose a polynomial time

algorithm to solve the scheduling problem.

4.3 An Optimal Algorithm for the Scheduling Problem

The scheduling problem defined earlier can be mapped to the problem of finding the Maximum

Weighted Matching in an Undirected Bipartite Graph. A matching in an undirected graph is a

set of edges with no common vertices. Optimal algorithms for solving the Maximum Weighted

Bipartite Matching problem are well known, and take almost linear time O(n2logn + ne) to

execute.

4.3.1 Mapping Procedure

We now describe the mapping procedure between our scheduling problem and the Maximum

Weighted Bipartite Matching problem.

v00 v01 v02 v03 v10 v11 v12 v13 v(n-1)0 v(n-1)1 v(n-1)2 v(n-1)3

t0 t1 tn-1

P P0 P0 P P P P P P P
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P0 P0 P0

P1

P1 P1 P1 P1 P1 P1
P1

P1

P1

P1

P1 Pl
Pl

Pl

Pl
Pl
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Pl

Pl

Figure 4.1: Graph Constructed by Minimize Deadline Penalty Scheduler

As an input to our scheduling problem, we are given the set Cs = {< T0, s0, d0, P0 >,<
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T1, s1, d1, P1 >, · · · < Tl−1, sl−1, dl−1, Pl−1 >} that describes the l wireless applications As =

{A0, A1, . . . Al−1} in our factory setting, and a fixed RU configuration containing j equal sized

RUs.

Algorithm 1: Optimal Minimize Deadline Penalty Scheduling Algorithm

1 def OptimalMinimizeDeadlinePenaltyScheduling(Cs, As, j, ti):
2 n = LCM (T0, T1, . . . Tl−1) −1
3 Create ts = {ti, ti+1, . . . ti+n−1}
4 m =

∑
i n+ 1/Ti

5 Create ps = {p0, p1, . . . pm−1}
6

7 G =< V1 ∪ V2, E,W >= ConstructBipartiteNullGraph(m, n ∗ j)
8

9 for each A ∈ As:
10 for each p ∈ ps:
11 for each t ∈ ts:
12 if t ∈ [aAp, dAp]:
13 for each r ∈ rs:
14 uAp = V1.find(A, p)
15 vtr = V2.find(t, r)
16 E.add(uAp, vtr)
17 W .add(uAp, vtr, PA)
18

19 E
′
= MaximumWeightedBipartiteMatching(G)

20

21 return E
′

Based on the time periods of packet arrival for the different applications, T0, T1, . . . Tl−1, it

evident that the pattern of packet arrival repeats are every n+ 1 = LCM (T0, T1, . . . Tl−1) time

instants.

Moreover, application Ai generates n+ 1/Ti packets before its packet arrival pattern repeats at

time instant ti+n+1. Hence, over n time instants ts = {ti, ti+1, . . . ti+n−1}, total m =
∑

i n+1/Ti

packets ps = {p0, p1, . . . pm−1} arrive. And for each time instant, we have j equal sized RUs

available rs = {r0, r1 . . . rj−1}.

We construct the weighted undirected bipartite graph G =< V1∪V2, E,W > such that, |V1| = m

and |V2| = n ∗ j shown in Figure 4.1. That is, the nodes in V1 represents packets and the nodes

in V2 represent available RUs at different time instants.

A node uAp ϵ V1 represents the pth packet of the Ath application. Similarly, a node vtr ϵ V2
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represents the rth RU available at the time instant t. Also, [aAp, dAp] denotes the time window in

which the pth packet of the Ath application can be scheduled, since aAp is the arrival time of the

packet and dAp is the deadline of the packet.

Then, in graph G, ∃ (uAp, vtr) ∈ E if and only if t ∈ [aAp, dAp].

That is, if the pth packet of the Ath application is available for scheduling in the time window

[aAp, dAp], then there would be an edge from uAp in V1 to all vtr in V2 where t ϵ [aAp, dAp]. Hence,

if a packet arrives at time instant t0 and has a deadline at time instant tn, then there would be an

edge from the node corresponding to the packet in V1 to every node in V2. On the other hand, if

the packet arrives in t0 and has the deadline in t0 itself, then there would be an edge from the

packet’s node to the nodes v00, v01, . . . v0j ϵ V2, given that j RUs are available. For example, in

Figure 4.1 packet u10 ∈ V1 arrives at time instant t0 and has a deadline at t1, so there is an edge

from u10 to v00, v01, . . . v13 reflecting the fact that u10 can be assigned any available RU in those

two time instants.

Finally, ∀ (uAp, vtr) ϵ E, we assign a weight PA which represents the penalty/priority associated

with each packet of the Ath application.

At last we input our constructed graph G to the MaximumWeightedBipartiteMatching

algorithm, which returns an optimal matching map E
′ assigning each packet in V1 to at most one

RU in V2 for n future time instants.

4.3.2 Pitfalls

The careful reader would note that the value of the variable n in Algorithm 1 could take

exceptionally large values if the time periods T0, T1, . . . Tl−1 are not chosen carefully. Even

when the time periods are chosen carefully, a manageable but still sufficiently large value of

n would result in an undesirably long execution time since it would result in a very large and

possibly dense graph G being passed as input to the MaximumWeightedBipartiteMatching

algorithm.

To overcome this drawback, we propose a modified variant of the Optimal Minimize Deadline
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Penalty Scheduling Algorithm in the next section. Needless to say, the modification trades the

optimal solution provided by the current algorithm with better execution time.

4.4 A Heuristic for the Scheduling Problem

An simple remedy for the pitfalls discussed for our Optimal Minimize Deadline Penalty Schedul-

ing algorithm is to fix the value of the variable n by providing it as input to the algorithm. This

has the direct effect of fixing the number of future time instants for which our scheduler generates

a schedule. In order to better understand the challenges this remedy brings to the design of the

scheduler, consider the following scenario:

Let us assume the following time window [t0, t3n], where 3n+ 1 = LCM (T0, T1, . . . Tl−1).

A packet pi arrives at time instant t0 and has a deadline at t3n. Our scheduler is invoked at

time instants t0, tn and t2n to generate schedules for the considered time window. Now, a node

corresponding to packet pi must appear in the graph G1 constructed for the first of the three

sub-windows, [t0, tn]. If pi is not scheduled in this sub-window (perhaps because it had a low

penalty/priority compared to other packets competing for transmission), a node for it must appear

in the graph G2 for the second sub-window [tn, t2n]. Continuing its bad luck, if the packet is

not scheduled even in the second sub-window, a node for it must appear in the graph G3 for

sub-window [t2n, t3n]. Finally, if the packet is not scheduled even in the last sub-window, it

must be dropped from the queue. On the other hand, if the packet was scheduled in the first

sub-window [t0, tn], then a node corresponding to it must not appear in the graphs G2 and G3.

Hence, we must now maintain a record X of packets that have already been scheduled in an

earlier time window.

This also has the indirect effect of modifying the value of the variable m on line 4 of

Algorithm 1. We now depend on procedure getPackets to set the value of m, which tells the

number of packets arriving in the next n time instants. getPackets consults the time periods

of packets from Cs along with a record X of packets already scheduled at earlier time instants

to compute this information. Simply put, it ensures that packets that were scheduled in earlier

rounds, do not re-appear as nodes in the graph G being constructed.
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However, the most significant effect of the suggested remedy is a deviation from optimality.

We discuss this in further detail in Section 4.4.2.

4.4.1 Modified Mapping Procedure

We now describe our modifications to the Optimal Minimize Deadline Penalty Scheduling

Algorithm.

Algorithm 2: Heuristic Minimize Deadline Penalty Scheduling Algorithm

1 X = ϕ
2

3 def HeuristicMinimizeDeadlinePenaltyScheduling(Cs, As, j, ti, n):
4 Create ts = {ti, ti+1, . . . ti+n−1}
5 m =getPackets(Cs, X , ti)
6 Create ps = {p0, p1, . . . pm−1}
7

8 G =< V1 ∪ V2, E,W >= ConstructBipartiteNullGraph(m, n ∗ j)
9

10 for each A ∈ As:
11 for each p ∈ ps:
12 for each t ∈ ts:
13 if t ∈ [aAp, dAp]:
14 for each r ∈ rs:
15 uAp = V1.find(A, p)
16 vtr = V2.find(t, r)
17 E.add(uAp, vtr)
18 W .add(uAp, vtr, PA)
19

20 E
′
= MaximumWeightedBipartiteMatching(G)

21

22 for each A ∈ As:
23 for each p ∈ ps:
24 if E

′
.isMapped(uAp):

25 X .add(p)
26

27 return E
′

Our Heuristic Minimize Deadline Penalty Scheduling Algorithm 2 has the following differ-

ences when compared to the Optimal version.

• The number of future time instants n for which a schedule has to be generated is now

provided as input.
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• After MaximumWeightedBipartiteMatching returns the map E
′ , we add a record

corresponding to each packet that was assigned an RU into X .

• The method getPackets now computes the number of packets arriving in the next n time

instants by consulting Cs, X and the current time instant ti.

4.4.2 When Do We Deviate From Optimality?

Consider the following example scenario. We have three applications described by the in-

teger tuples < Ti, si, di, Pi >, specifically, A0 =< 2, 10, 0, 1 >, A1 =< 2, 30, 1, 2 > and

A2 =< 2, 100, 1, 3 >. Let, Cs = {A0, A1, A2}. We set j = 2 to represent the 2x242-tone RU

configuration.

We first provide this input to the Heuristic Minimize Deadline Penalty Scheduler with ti = t0,

and n = 1 to imply that our scheduler generates a schedule only for the next time instant.

Observe what happens over the time window [t0, t1].

v10 v11 v12 v13

t1t0

1
1

2 2

3

3

u11u00 u12

A0 A1 A2

(a) Graph G1 for time instant t0

v10 v11 v12 v13

t1t0

1
1

2 2

3

3

u11u00 u12

A0 A1 A2

(b) Graph G2 for time instant t1

Figure 4.2: Sub-Optimal Packet-to-RU assignment by Heuristic Minimize Deadline Penalty Scheduler

At the time instant t0, one packet is generated by each application and so m = 3. The

scheduler generates the graph G1 shown in Figure 4.2a above and gives it as input to the

MaximumWeightedBipartiteMatching algorithm, which outputs the matching shown via

green edges. A penalty of 1 is incurred since the packet for application A0 is dropped.

At time instant t1, no new packet arrives, m = 0, and so the output E ′ is empty. No penalty

is incurred.
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We now provide the original input to the Optimal Minimize Deadline Penalty Scheduling

Algorithm with ti = t0 and again observe what happens over the time window [t0, t1].

v10 v11 v12 v13

t1t0

1 1 2
2 2 2

3
3 3 3

u11u00 u12

A0 A1 A2

Figure 4.3: Optimal Packet-to-RU assignment by Optimal Minimize Deadline Penalty Scheduler

Clearly, n = LCM (T0, T1, T2) = LCM (2, 2, 2) = 2 and m = 3. The scheduler generates

the graph G3 shown in Figure 4.3 and MaximumWeightedBipartiteMatching generates the

matching shown via green edges. No penalty is incurred.

One can quickly infer from this example that presence of applications with long packet

deadlines and a high packet drop penalty along with a small value of the input n cause the

Heursitic variant of our scheduler to deviate from optimality. Had we given n = 2 as input to

our Heuristic Minimize Deadline Penalty Scheduler, we would have been provided with the

same optimal value of 0 penalty incurred as provided by the Optimal Minimize Deadline Penalty

Scheduler.

Fortunately, for most practical factory settings, rarely do we encounter applications with

relaxed delay tolerances and high packet drop penalties. In most cases, a stringent delay tolerance

is itself an indicator of high packet priority. Therefore, we expect our Heuristic scheduler to

provide good performance in typical factory environments. With this expectation, in the next

section, we evaluate the performance of our scheduler by implementing it and simulating a

factory scenario in ns-3.
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4.5 Results and Analysis

In this section, we simulate a factory setting consisting of the applications listed in Table 4.2

below, and evaluate the performance of our Optimal and Heuristic Minimize Deadline Penalty

Schedulers against three other simple deadline-based schedulers, namely, Earliest Deadline First

(EDF), Largest Penalty-To-Deadline Ratio First (LRF) and a Non-Starving variant of Largest

Penalty-To-Deadline Ratio First (NLRF).

The NLRF scheduler sorts the stations based on the quantity,

Penalty/Deadline

(BytesTransmitted+ 1)/CurrentT imeInstant
(4.7)

to ensure that the Penalty-To-Deadline ratio eventually increases for applications that are

continually being starved. This does not always mean that the NRLF scheduler would result in

lower total packet drop penalty incurred compared to the LRF scheduler, this is because if the

simulation runs long enough, the NRLF scheduler will eventually start prioritizing packets will

lower penalty over the ones with higher penalty and more frequent arrival time.

Application Time Period
(ms) Size (B) Delay Toler-

ance (ms) Penalty Nodes

Equipment Control
Bottle filling 1 400 0.5 90 3

Warehouse 2 10 1 100 6

Quality Supervision
Monitoring of
equipment

1000 100 1000 50 4

Detect defect
state

100 500 100 40 10

Factory Resource Management
Movement anal-
ysis

500 20 500 10 10

Human Safety
Detect entry in
the proximity of
a machine

10 30 2 200 7

Table 4.2: Characteristics of the 40 applications in our Simulated Factory Settings

Note from Table 4.2 that we have a total of 40 applications running on 40 stations, and packet
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drop penalties have been assigned in the order Human Safety > Equipment Control > Quality

Supervision > Factory Resource Management. Since applications with longer delay tolerances,

particularly Quality Supervision and Factory Resource Management, have been assigned lower

penalties, we can hope that our Heuristic scheduler would provide good performance. Also, the

largest payload size we deal with has a length of 500 bytes, therefore, the RU configuration and

the MCS value must be chosen such that the transmission duration does not exceed the duration

of a time quantum ∆.

4.5.1 Simulation Setup:

The parameters for our simulation are provided in the Table 4.3 below. We set the duration of

the time quantum ∆ = 1 ms to minimize the idle time of our scheduler. We run our simulation

for a duration of LCM (T0, T1, . . . Tn−1) = LCM (1, 2, 1000, 100, 500, 1) = 1000 ms because

the packet arrival pattern repeats after this duration, and so the same schedule is generated by

the Optimal Minimize Deadline Penalty Scheduler. Frame Aggregation is disabled since there

is no packet queuing at the stations (A new packet arrives only after the deadline for the last

packet has expired, implying that it was either transmitted or dropped). We first choose an RU

configuration of composed of all 26-tones to maximize the number of packets transmitted at each

time instant, and then change the RU configuration to 4× 106-tones to force more packet drops

and thus analyze the effects of lower available RUs on performance. We set the MCS value to 11

because it allows a data rate of approximately 1000 bytes per milliseconds in each 26-tone RU,

and 6000 bytes per milliseconds in each 106-tone RU with the given Guard Interval (verified via

simulations). Hence, we can be sure that within the duration of a time quantum, both the trigger

frame, carrying the station-to-RU mapping, along with the Uplink OFDMA data frame are able

to finish transmission.

Parameter Value Parameter Value
Stations 40 Radius 5 m
MCS 11 Bandwidth 40 MHz
Transport Protocol UDP Guard Interval 3200 ns
Frame Aggregation Disabled Simulation Duration 1 sec

Table 4.3: Simulation Parameters
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4.5.2 Results

The metric of interest for us is the total number of packets dropped and the total packet drop

penalty incurred. Figures 4.4 and 4.5 provide these metrics for the 18×26-tone and 4×106-tone

RU configurations respectively.

Heuristic (x) in Figures 4.4 and 4.5 denotes the Heuristic Minimize Deadline Penalty Sched-

uler which generates a schedule for x future time instants. Optimal denotes the Optimal Minimize

Deadline Penalty scheduler, while LRF and NLRF denote the starving and non-starving variants

of the Largest Penalty-To-Deadline Ratio First scheduler. EDF denotes the Earliest Deadline

First Scheduler.

4.5.2.1 18× 26-tone RU configuration
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Figure 4.4: Comparison of Scheduler Performance for 18× 26-tone RU Configuration

Figure 4.4a shows that both the Optimal and Heuristic variants of our scheduler result in

zero packet drops compared to 104 packet drops by Earliest Deadline First, Largest Penalty-To-
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Deadline Ratio First (LRF) and its non-starving variant NLRF.

Figure 4.4b shows that both the Optimal and Heuristic variants also result in zero total packet

drop penalty incurred. This is in stark contrast to 3600, 4230, and 3600 penalty values reported

by the LRF, NRLF and EDF schedulers respectively.

4.5.2.2 4× 106-tone RU configuration

Figure 4.5a shows that both the Optimal and Heuristic variants of our scheduler result in 2824

packet drops compared to 3324 packet drops by Earliest Deadline First, Largest Penalty-To-

Deadline Ratio First (LRF) and its non-starving variant NLRF. A 15% reduction in dropped

packets, even though only 4 RUs are available for transmission.

Figure 4.5b shows that both the Optimal and Heuristic variants result in a total packet drop

penalty of 250400 compared to 384400, 339730, and 394400 penalty values reported by the LRF,

NRLF and EDF schedulers respectively. Thus, the Minimize Deadline Penalty Scheduler saves

at least 34.8% in packet drop penalty payment.

4.5.2.3 Execution Times

Table 4.4 provides execution times for both the variants of our Minimize Deadline Penalty

scheduler on an Intel(R) Core i7-9700K 3.60GHz CPU. It can be clearly seen that the Heuristic

versions execute significantly faster compared to the Optimal version since the Optimal variant

constructs and finds a matching in a much bigger graph.

Variant Execution Time (ms)
18× 26-tone RU configuration

Optimal Minimize Deadline Penalty 2, 584

Heuristic (5) Minimize Deadline Penalty 3

Heuristic (10) Minimize Deadline Penalty 6

4× 106-tone RU configuration
Optimal Minimize Deadline Penalty 574

Heuristic (5) Minimize Deadline Penalty 2

Heuristic (10) Minimize Deadline Penalty 4

Table 4.4: Execution Times for the Minimize Deadline Penalty Scheduler variants
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4.5.3 Analysis and Insights

Here, we first discuss the differences between our Minimize Deadline Penalty scheduler and

the state-of-the-art deadline-based scheduler by Inam et al.[17]. (1) The scheduler proposed

by [17] uses a deadline estimation approach that utilizes the station queue length provided by

the buffer status reports collected by the access point from the stations. On the other hand, our

scheduler assumes that the access point is already aware of the deadlines for each application

running on a station.(2) Once deadlines have been estimated, their scheduler sorts the stations in

an earliest-deadline-first order and then performs an exhaustive search over all RU configurations

to find the one that results in the least expected packet drops. It utilizes a recursive mathematical

expression to estimate the number of packets dropped when the first m sorted stations are

assigned the first m RUs (RUs sorted by their size, where m is the number of available RUs)

for a given RU configuration. Our Minimize Deadline Penalty Scheduler does not perform an

exhaustive search since it always chooses an RU configuration that splits the bandwidth into
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equal sized RUs to maximizes the number of packets that can be transmitted. This choice is

justified since we only consider small payloads in our uplink traffic.

Based on the above two differences one can infer that for the small payload and known

deadline scenario we are considering, the scheduler by [17] would simply sort the stations based

on the known deadlines and then assign the first m stations to the first m RUs of the fixed RU

configuration input to the scheduler. Thus, their scheduler reduces to a simple Earliest Deadline

First (EDF) scheduler.

It is evident from Figures 4.4 and 4.5 that our scheduler far outperforms the Earliest Deadline

First scheduler for the factory IoT setting. Both the Heuristic and the Optimal variants of our

scheduler provide zero packet drops and result in zero penalty incurred when the 18×26-tone RU

configuration is used, even for the 4× 106-tone RU configuration, a 36.5% reduction in penalty

is observed compared to EDF. This is a consequence of the fact that our scheduler exploits

knowledge of the packet arrival patterns to generate a schedule not just for the subsequent

transmission but for several future transmissions. Similarly, the poor performance of the LRF

and NLRF schedulers can be attributed to the fact that their scheduling decisions are based on

local instantaneously available information only. Moreover, both the LRF and NLRF schedulers

continue to exhibit starvation for certain applications, particularly for the ones with very long

time periods.

Another interesting point to note is that neither Heuristic(10) nor Heuristic(5) deviates

from the optimal value generated by Optimal. This is due to the fact that the our simulation

does not include any application with long packet deadlines and high penalty, which could

cause deviation from Optimality, as explained in Section 4.4.2. Table 4.3 points out that the

execution time for the Heuristic Minimize Deadline Penalty scheduler is smaller than the number

of time instants for which it is generating a schedule (n = 5 and n = 10 ms). This is a lucky

co-incidence, for some settings it is possible that the execution time of the scheduler turns out to

be longer than n which would cause the scheduler to finish its scheduling operations before a

schedule for the next n time instants is generated. In such a scenario, the suggested remedy is to

gain a head-start of 12− 18 ms by generating a schedule for 2 to 3 time windows when the very

first schedule is being generated. Afterwards, schedule generation should proceed in parallel
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along with scheduling operations at the access point to ensure that a schedule is always available.

This approach has the small disadvantage that newly associated stations must wait for 10 to 20

ms before a schedule that considers them is generated.

4.6 Conclusion

In this work, we implemented and evaluated the performance of our proposed Minimize Deadline

Penalty Scheduler in ns-3 using the latest 802.11ax models supplied by the simulator. We

proposed two variants of the scheduler, Optimal and Heuristic. For the Optimal variant, the time

window for which a schedule is generated is governed by the time periods of the application’s

packet arrival patterns, while for the Heuristic variant, the time window for schedule generation is

provided as input to the scheduler. We showed via simulations involving two RU configurations

(18 × 26-tones and 4 × 106-tones) that for a typical factory scenario, the Minimize Deadline

Penalty scheduler far outperforms other deadline-based schedulers in terms of total penalty

incurred due to missed packet deadlines. For 18 RUs, Minimize Deadline Penalty scheduler

provides a 100% reduction in packet drop penalty compared to other considered schedulers. Even

when only 4 RUs are available for scheduling at every time instant, the Minimize Deadline Penalty

Scheduler saves at least 34.8% in packet drop penalty payment. Moreover, the performance

of the Heuristic variant coincides with the performance of the Optimal variant for the factory

scenario considered since it does not involve applications with long packet deadlines and high

penalty.
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Chapter 5

Conclusion and Future Work

In this work, we have utilized the latest 802.11ax models supplied by the open source network

simulator ns-3 to investigate the performance of OFDMA in WiFi 6 in various settings, and have

provided a solution for its optimization in deadline constrained factory settings. In Chapter 3,

our investigations have provided insight into the behavior of OFDMA under varying traffic loads

and have established its utility for intermediate downlink traffic scenarios. Further exploration of

OFDMA performance under intermediate traffic loads has shed light on its superior performance

in typical everyday application settings compared to OFDM. Even though OFDMA outperforms

OFDM in most everyday settings, it cannot be adopted as-is for factory environments where the

payload sizes are small, and the packet arrival rates high, along with stringent deadlines to meet.

Based on these insights, we proposed a Minimize Deadline Penalty scheduler in Chapter

4 to maximize the number of packet deadlines met in factory environments. Even though our

proposed scheduler was designed under the assumption of small payload sizes, our experiments

were able to showcase its ability to provide near optimal performance in a typical factory setting

composed of a subset of the applications mentioned in Table 4.1.

Integration of wireless networks in factory environments has been long overdue, and WiFi

standards have been taking concrete steps in this direction. For example, the newly emerging

IEEE 802.11be standard (known as WiFi 7) is expected to tackle the problem of wireless link

unreliability by introducing Multi-Link operation [33]. In line with these efforts our work
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provides reason for the consideration of WiFi as a feasible technology in the industrial space.

5.1 Future Work

The evaluation of OFDMA performance under varying traffic loads in this work has only focused

on UDP as the underlying transport protocol. It is well known that a large number of application

layer protocols including HTTP, SMTP, Telnet and FTP use TCP for transport [34]. Therefore,

in future works, we plan to evaluate TCP performance in WiFi 6 via extensive simulations to

understand what benefits can OFDMA offer over OFDM under varying traffic loads and for

various applications settings that utilize TCP.

The scheduling problem for the Minimize Deadline Penalty scheduler proposed in this work

was formulated under two important assumptions, that the duration of a transmission is always

less than 1 ms, and that the best RU configuration is the one that maximizes the number of

packets transmitted. These assumption holds true for the applications in a factory that transmit

only small payloads, primarily Human Safety and Equipment Control applications. However,

a large number of applications related to Quality Supervision and Resource Management in a

flexible factory setting generate bigger payloads, of the order of thousands of bytes, that require

more than a millisecond to transmit. Moreover, when there is a large variation in the size of

packets, the best RU configuration is not always the one that maximizes the number of RUs

available for transmission. Therefore, as a next step, we plan to extend the scope of our Minimize

Deadline Penalty Scheduler to allow transmission of bigger payload sizes via an intelligent

choice of the RU configuration.
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