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Abstract

YouTube is one of the most popular and largest video sharing websites (with social networking
features) on the Internet. A significant percentage of videos uploaded on YouTube contains
objectionable content and violates YouTube community guidelines. YouTube contains several
copyright violated videos, commercial spam, hate and extremism promoting videos, vulgar and
pornographic material and privacy invading content. This is primarily due to the low publication
barrier and anonymity. We present an approach to identify privacy invading harassment and
misdemeanour videos by mining the video metadata. We divide the problem into sub-problems:
vulgar video detection, abuse and violence in public places and ragging video detection in school
and colleges. We conduct a characterization study on a training dataset by downloading several
videos using YouTube API and manually annotating the dataset. We define several discrimina-
tory features for recognizing the target class objects. We employ a one-class classifier approach
to detect the objectionable video and frame the problem as a recognition problem. Our empirical
analysis on test dataset reveals that linguistic features (presence of certain terms and people in
the title and description of the main and related videos), popularity based, duration and cate-
gory of videos can be used to predict the video type. We validate our hypothesis by conducting
a series of experiments on evaluation dataset acquired from YouTube. Empirical results reveal
that accuracy of proposed approach is more than 80% demonstrating the effectiveness of the
approach.
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Chapter 1

Research Motivation and Aim

Due to the availability of the broadband high speed internet, Web 2.0, such as social-networking

sites, video sharing sites, wikis and blogs have acquired a significant popularity in recent years

[8]. As growth of the social media has been increased upto a peak level, people are spending

significant amount of time on these websites1. Specifically some social networking sites such as

Facebook2, Twitter3, YouTube4, Flickr5 have become the way of interaction among the people

in the worldwide [4]. Therefore various malignant users have also been attracted to those sites.

Today, Web 2.0 has become an effective communication platform for extremists to promote their

ideas, share resources, and communicate among each other. YouTube, Yahoo! Screen6, Vimeo7,

Dailymotion8 are popular video sharing sites on web. Among them YouTube is the largest and

most popular free video sharing site and has reached a level of ubiquity in the video-sharing

market because of popularity of the smartphones (percentage of YouTube traffic from mobile

phone is 40%)9 and tablet.

1.0.1 YouTube

YouTube is one of the largest video sharing websites on the Internet. Other than this, Today

YouTube is more popular than cable television10. YouTube reaches more adults than any cable

network. In the United States, the number of people who watch television has fallen behind the

number of people who watch YouTube on a regular basis. This makes it clear that televised

content is undergoing a decline, online consumption of video is on the incline. The reason

behind this is YouTube is available on phones, tablets, game consoles and smart TVs, allowing

us to watch all our favorite videos on the go or on the best screen anywhere. Many companies

1http://www.jeffbullas.com/2014/01/17/20-social-media-facts-and-statistics-you-should-know-in-2014/
2http://www.facebook.com
3https://twitter.com
4https://www.youtube.com/
5https://www.flickr.com/
6https://screen.yahoo.com/
7https://vimeo.com/
8http://www.dailymotion.com/in
9http://expandedramblings.com/index.php/youtube-statistics/#.Uw2urkjAnl8

10http://youtubetvnow.com/
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have taken advantage of this by releasing their ads or marketing campaigns on YouTube first

before they debut on TV. YouTube allows its users to upload a video, watch the videos freely,

share videos on other social netwoking sites etc. Videos can be any type like songs, movies,

recording clips, animation etc. YouTube have no restriction on the number of videos a user can

watch, upload and share. Today YouTube become main e-learning (educational purpose) and

entertainment source. According to the YouTube statistics11: Over 1 billion unique users visit

YouTube each month; about 6 billion hours of video are watched each month on YouTube and

100 hours of video are uploaded to YouTube every minute. This statistics shows the enormous

popularity of YouTube on web.

Figure 1.1: The screenshot of the user’s various activities on YouTube

In fact, YouTube not only allow users to upload and share videos, but also allows to post the

comments in textual form, subscription for a particular channel, search any video using keywords

& category and also provide features for users to interact with other users by comments and

replying on the comments [8]. Users can also send the private messages to the other users in

order to contact them. YouTube also allows its users to rate (like or dislike) the videos. Figure

1.1 shows the user’s various activities on YouTube. A video contextual features includes title, a

brief description about the video, textual comments, category of the video (entertainment, music,

people & blogs etc). These user-generated content (UGC) may have some explicit information

about the uploaded video content. Figure 1.2 shows the screenshot of the various contextual

11http://www.youtube.com/yt/press/statistics.html
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features available for a video. Malicious content degrades the reputation of users who are

involved in the videos and wastage the bandwidth for the user who are not willing to watch

these videos and user-generated data help to identify such video on YouTube. There is no

systematic framework for automatic identification to detect objectionable videos that a user is

uploading.

Figure 1.2: The screenshot of the various contextual features available for a YouTube video

1.0.2 Privacy Invading and Harassment on YouTube

Privacy Invading is the wrongful or unauthorized taking and use of facts in order to disclosure

of embarrassing others private information intentionally in public. YouTube allows its users

to upload video without checking the content of the video. Therefore some malignant users

take the advantage of this and make the small clips of their friends or other people in order to

insult, make fun or with the intention of taking revenge. And those user post such clips and

videos on YouTube which is publicly available to others. Therefore these kind of activities make

the target person being harassed. Harassment can be as violence, in the form of fights, abuse

etc. Generally prohibited material includes sexually explicit content, videos of animal abuse,

shock videos, content uploaded without the copyright holder’s consent, hate speech, spam, and

predatory behaviour (refer to Figure 1.5). YouTube has a set of community guideline aimed to

reduce abuse of the site’s features. Despite the guidelines, YouTube has faced criticism from

3



news sources for content in violation of these guidelines. According to an article in Chicago

Tribune News12, a California educator has resigned after a woman accused her in a YouTube

video of abusing her when she was a 12-year-old student.

1.1 Research Motivation

YouTube is the largest video sharing website and contains a large amount videos being posted on

it in every second. Low publication barriers (self-publishing model) and anonymity allows users

to upload such content which is malicious and objectinable [18]. Figure 1.3 shows some offensive

videos posted on YouTube. There is YouTube services of posting complaints by the users to

remove the offensive content but that is not much good idea as YouTube administrators (refer to

Figure 1.4 that shows screenshot of Safety and Abuse Center13) take time to review and remove

them from YouTube. Other problem is that some users use YouTube as electronics aggression

for the intention of harming others in terms of harassment, reputation. Cyber bullying and

cyber-harassment which cause depression, low self-esteem and suicide [4]. Therefore a systematic

framework for automatic identification of privacy invading harassment videos on YouTube needs

to be developed.

Figure 1.3: The screenshot of the harassment type videos posted on YouTube

The work presented in this paper is motivated by the fact that

1. A large amount of videos are posted on YouTube every minute and sometimes due to lack

12http://articles.chicagotribune.com/2014-01-21/news/sns-rt-usa-californiaabuse-20140121 1 youtube-video-
abuse-accusations-educator

13https://support.google.com/youtube/answer/142443
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Figure 1.4: The screenshot of Safety and Abuse Reporting Center on YouTube

Figure 1.5: The screenshot of the YouTube Community Guidelines

of information people watch these offensive videos which cause bandwidth wastage for the

users who are not willing to watch such videos and it violates the reputation of website.

2. Despite the several community guidelines14 (refer to Figure 1.5) we found many offensive

and malicious videos on YouTube. For example, violence in school, violence in public,

vulgar in cafe, ragging in school etc (refer to Figure 1.3). Such videos can have negative

14https://support.google.com/youtube/answer/2802268?hl=en&ref topic=2803240
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impact on society and children.

3. We found that some previously watched malicious videos had been deleted from YouTube.

The reasons behind for posting such kind of videos are: some users want to get more

popularity and the channel subscription on YouTube, to make fun or to embarrass someone

for the purpose of taking revenge etc.

1.2 Research Aim

As we have seen despite the YouTube community guidelines, some of the harassment videos are

present on YouTube. Therefore the aim of the work presented in this research is to make the

attention of the researcher’s to solve the privacy invading harassment problem on YouTube.

The research objective of the work is presented in this paper is following:

1. Broad Objective: To increase our understanding of Harassment and Abused videos on

YouTube. To investigate effective solution to combat the cyber harassment problem by

mining the video metadata and identifying discriminatory features which can be used in

harassment recognition framework.

2. Specific Objective: To examine one class classification approach for the task of recogniz-

ing Privacy Invading Harassment detection and misdemeanour videos on YouTube based

upon contextual data such as title and description of the video, temporal data (duration of

video) and demographic data (number of likes and dislikes, number of comments etc). To

conduct a characterization study and empirical analysis on a real-world dataset to measure

the effectiveness of the proposed hypothesis.

6



Chapter 2

Related Work and Research

Contributions

2.1 Related Work

The work presented in this paper belongs to the area of privacy invading harassment detection

on YouTube. We conduct a literature survey (refer to Table 2.1) in the area of cyber bullying and

harassing content detection, personal insult detection on online social media. Table 2.1 reveals

that most of the researches and techniques for violence and objectionable video detection are

related to mining the comments and messages posted by the users and content (images and

frames) analysis of the videos.

1. Theodoros et. al presented a multi-model approach for detecting violent content in video

sharing sites. They proposed a 9-D feature vector based on audio, visual and textual

features using binary classification to detect video is violent or not and more emphasis has

been given to audio (like gunshots voice) feature. [9]

2. Deniz O. et. al proposed a method of extreme acceleration pattern (used acceleration

method vectors) and action recognition techniques as a main discriminatory feature to

detect fighting in videos. They discussed that efficiency of the extreme acceleration can

be achieved efficiently by analyzing consecutive frames. [5]

3. Dadvar et. al investigate the cyber bullying detection in social network (e.g. MySpace)

users’ gender-specific (gender and age) information. They analysed some foul words

(posted by each gender) present in the post and compared foul words that were used

most frequently by each gender. They determined that male and female authors used

significantly based on Wilcoxon signed rank test. [4]

4. Chaudhary et. al proposed a contextual based one class classifier approach which de-

tect video response spam (botnet, promotional and offensive videos) on YouTube. The

7



Table 2.1: Summary of literature survey of 12 papers, arranged in reverse chronological order,
identifying harassment and offensive content on social media.

Research Study Objective & Analysis

Singhal et. al; 2013 [16] proposed an approach to detect Cyber harassment and bully users
based on the text written by the user and their real identity.

Chaudhary et. al; 2013 [1] A one class classifier approach for detecting video response spam
(Promotional and offensive videos) on YouTube.

Deniz O. et. al; 2012 [5] Proposed a method to detect fighting in videos using by analysing
acceleration patterns.

Dadvar et. al; 2012 [4] Investigate the user information (gender and age) to detect cyber-
bullying in MySpace.

Chen et. al; 2012 [2] Distinguishing abusive and obscene words from text in order to
identify a harassing and cyber bullying content.

Sood et. al; 2012 [17] Identifying users’ contribution in off topic, negative and personal
insulting comments on social news sites.

Dinakar et. al; 2011 [6] An approach to build a topic sensitive classifier by analysing iden-
tifying cyberbullying in textual comments posted on a topic.

Theodoros et. al; 2010 [9] Describes a multi-model approach to identify violence in videos by
using audio, visual and textual features.

Lee et. al; 2009 [13] Describes a multimedia and contextual mining based approach to
detect offensive content in videos.

Yin et. al; 2009 [19] Detecting harassing posts in chat rooms & discussion forums by
using local, sentiment, & contextual features.

Kim et. al; 2008 [11] Proposed a multi-media approach to detect obscene videos by
analysing shape, size and colour of video frames.

Mahmud et. al; 2008 [14] A automated system to analyze contextual information to identify
insulting or abusive text.

proposed method retrieved the metadata of the response videos and based on the discrimi-

natory features (linguistic, temporal and popularity based features) detect spam videos. [1]

5. Lee et. al proposed a multilevel hierarchical system having 3 phases in different temporal

domains based on multimedia (frame, colour) and contextual mining approach to detect

offensive content in videos. Phases includes early detection based on textual features (file

size, frame rate) of the videos header encrypted by hash signatures (and compared with

predefined signatures), real time detection based on shape features that uses SVM to detect

harmfulness of each frame and the last phase posterior detection based on GoF(group of

frame) that uses skin color feature. [13]

6. Kim et. al proposed a multimedia approach based on segmentation (splitting the frames

into the region based on colors) for detecting obscene videos. They analysed each frame

of the input videos based on some features such as shape, size and colour of video frames

to detect objectionable or benign frame. [11]

8



2.2 Research Contributions

In context to existing work, the study presented in this paper makes the following novel contri-

butions:

1. In comparison to previous work, the work presented in this paper is the first step in the

direction of applying a one-class classifier based approach for detecting privacy invading

harassment and misdemeanour content on YouTube using video metadata. The work is

presented into four category i.e. vulgar video detection, abuse and violence detection in

the educational area as well in public places and abuse detection in terms of ragging in

school and colleges based on video’s 13 contextual features which is novel task in this area.

2. We conduct a set of experiments and perform an empirical analysis on real world dataset

to evaluate the effectiveness of the proposed system based upon discriminatory features.

9



Chapter 3

Proposed Solution Approach

Figure 3.1 presents a general research framework for the proposed solution approach. We divide

the privacy invading harassment detection problem into four sub-problems: vulgar video detec-

tion (VVD), violence and abuse video detection in school and colleges (VAVDS), violence and

abuse video detection in public places (VAVDP), ragging video detection in school and colleges

(RVDC). VVD, VAVDS, VAVDP and RVDC are employed as one class classification approach

that performed recognition task for detection of harassment. As shown in Figure 3.1, the pro-

posed solution approach consists of three phase: Dataset Extraction, Features Identification &

Features Selection and Classification.

Figure 3.1: Research Framework

10



3.1 Dataset Extraction

The first step is used to acquire the training dataset using manual inspection of the videos and

further to divide the training dataset into the four given sub-problems. We also acquire the

experimental testing dataset (mostly viewed YouTube videos using YouTube API) of the given

problem for the purpose of testing the proposed solution approach. The process of extracting

dataset is a time consuming and monotonous.

3.2 Feature Identification and Feature Selection

Feature identification is process of identifying all the available features of YouTube video. During

manual analysis we visually inspect the features of the video.

3.2.1 Video’s Metadata Extraction

In this step, we fetch all the metadata of available features of a video on YouTube using YouTube

API and we have divided the feature set into four categories: linguistic based feature, popularity

based feature, YouTube category feature, temporal based feature. Linguistic based features

include percentage of terms (dirty, violence, ragging related terms and also people type related

terms) present in title and description of the video. Popularity based features include ratio of

likes by view count, ratio of comments by view count etc. YouTube category feature tell us about

the category of the video such as entertainment, music, sports etc and temporal based feature

include duration of the video. Linguistic based feature analysis reveals that higher number of

terms present, higher the chances that video is harassment type. Therefore percentage of terms

present in the title and description is computed using text preprocessing and textual similarity.

3.2.1.1 Preprocessing

In this subphase we pre-process the fetched (linguistic based) training dataset. Text prepro-

cessing involves tokenization and stop-words removal. Tokenization is a process (word level) of

breaking up the complete sentence or line into smallest meaningful elements called as tokens.

Stop words are very common words used in a sentence which are filtered out prior to, or after

processing of text. Since the presence of stop words affect the performance of the algorithm.

So, after tokenization we use the standard english stop-words list1 given on the web to remove

such words (like unigram, bigram, trigram) from the token list. Figure 3.2 shows the cloud of

few stop words lexicons used in the algorithm.

1http://norm.al/2009/04/14/list-of-english-stop-words/

11



Figure 3.2: A Cloud of a few Stop Words Lexicon

3.2.1.2 Textual Similarity

In this step we find the similarity between the token of the title and description of sub-problems

with their respective lexicon list. To compute the similarity of dirty terms of VVD we used

a Standard bad-words lexicon given over the web2 and for the remaining categories (VAVDS,

VAVDP, RVDC) we made our own lexicon list (violence terms in educational area and in public

places, ragging related terms, people type) based on manual analysis and visual inspection.

Figure 3.3 shows the cloud of few dirty and violence lexicons that we used for computation. We

also use lexicon of people type (refer to Figure 3.4) to compute the percentage of people involved

in the action of video.

Figure 3.3: A Cloud of a few Dirty and Violence Lexicon

3.2.2 Feature Selection

Feature selection is the process of selecting a subset of relevant features use in proposed model

and using only that subset for classification task. We conduct an in-depth manual analysis and

visual inspection of the extracted metadata of the videos to identify the relevant features (refer

Table 3.1) for the purpose of classification.

2http://urbanoalvarez.es/blog/2008/04/04/bad-words-list/
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Figure 3.4: A Cloud of few People Type Lexicon

Table 3.1: List of 13 Contextual Features in Priority Based Order for all Four Category of
Video’s Harassment i.e. VVD, VAVDS, VAVDP and RVDC

Abbr. Feature Title Type Remarks

DYTV Duration of the YouTube Video Temporal Duration shows the length of the Content of the Video. By manual
analysis duration of such videos is between 30 sec to 250 sec.

PXTT % of X-Terms present in the title Linguistic

Terms like MMS, kiss, sex, hot, violence, fight, fighting, ragging present
in title and description shows the video category corresponding to term
present in the video.

PXTD % of X-Terms present in the De-
scription

Linguistic

PXTRVT % of X-Terms in Related-Videos’ ti-
tle

Linguistic

PXTRVD % of X-Terms in Related-Videos’
Description

Linguistic

CatV YouTube Category of the video YT Category YouTube category of such kind of videos usually belongs to entertain-
ment, people & blogs, comedy.

PPTT % of People Type present in the ti-
tle

Linguistic

People Type like couple, lover, girls, boys, lady, students, uncle, aunty,
junior, senior, freshers, kids present in title shows that people are doing
some kind of activity in the video.

PPTD % of People Type present in the De-
scription

Linguistic

PPTRVT % of People type in Related-Videos’
title

Linguistic

PPTRVD % of People Type in Related-
Videos’ Description

Linguistic

RLBV Ratio of #likes by #views Popularity Like and View feature shows the popularity of the video. As #views of
such kind of videos are more as compare to like feature. So ratio of like
by view count is usually less.

RCBV Ratio of #Comments by #views Popularity Comments can be as an indication about the content of video and also
is a trace about the user’s mentality.So #comments on such videos is
considered as less. Therefore ratio of comments by view count is usually
less.

RRBV Ratio of #Raters by #views Popularity #raters (Like & dislike) and View feature shows the popularity of the
video. So ratio of raters by view count is usually less than the ratio of
comment by view count.

3.2.2.1 Linguistic Based Features

1. Percentage of X-Terms present in Title and Description: Based on manual anal-

ysis we hypothesize that presence of dirty, violence, abuse, ragging related terms in title

and description is an indicator to recognize harassment videos. Our observation shows

that in vulgar videos 75% (refer Figure 3.5a) and 50% of videos (refer Figure 3.5b) having

some dirty terms in their title and description respectively. Similarly 90% and more than

45% of VAVDS videos contain some violence terms (refer Figure 3.6a, 3.6b) in their title

and description respectively. Figure 3.7a and Figure 3.7b shows that more than 90% of

VAVDP videos having violence terms in their title and 60% of the VAVDP videos contain

some violence terms in their description. In case of RVDC videos more than 90% and 35%

of videos have some ragging terms (refer Figure 3.8a and Figure 3.8b) in their title and

description respectively. This analysis shows that linguistic features are very important

and discriminatory features for classification task.

13



(a) PDTT (b) PDTD (c) PPTT

(d) PPTD (e) PPTRVT (f) PDTRVT

(g) PDTRVD (h) PPTRVD

Figure 3.5: Linguistic Based Features for VVD

2. Percentage of People Type present in Title and Description: We have analysed

that presence of people type like girls, boys, lovers, students, junior, senior, lady, people

etc. in title and description shows that some kind of actions are going on in the video

content. We hypothesized that if some kind of dirty and violence terms present in the

videos title and description as well as people type terms then the video is misdemeanour

video. We observe that 45% and 40% of the vulgar videos (VVD) contain some people

type related terms (refer Figure 3.5c & 3.5d) in their title and description. Similarly 35%

and more than 25% of VAVDS (refer Figure 3.6c, 3.6d), more than 40% and 35% of the

VAVDP (refer Figure 3.7c, 3.7d), more than 15% and 20% of RVDC have some people

type related terms (refer Figure 3.8c, 3.8d) in their title and description respectively. Our

analysis shows that presence of people type related terms in title and description is also

an important and discriminatory feature.
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(a) PDTT (b) PDTD (c) PPTT

(d) PPTD (e) PPTRVT (f) PDTRVT

(g) PDTRVD (h) PPTRVD

Figure 3.6: Linguistic Based Features for VAVDS

3. Percentage of X-Terms present in Related Video’s Title and Description: Here

assumption is made based on the manual analysis of the related videos of the given video

i.e. if related videos have some X-terms in their title and description then given video

should also belong to same category as related videos. In related videos, priority is given

to relevance and matching words present in the given videos title, description and tag.

Sometimes usernames when relevance arent great that much. We observe that 50% and

30% of VVDs related videos contain some dirty terms (refer Figure 3.5f, 3.5g) in their

title and description respectively. Similarly 55% and more than 30% of VAVDSs related

videos contain some violence terms (refer Figure 3.6e, 3.6f), more than 55% and 30% of the

VAVDP’s related videos contain some violence terms (refer Figure 3.7e, 3.7f) in their title

and description respectively. In case of ragging’s related videos, more than 50% and 25%

of videos have some ragging terms (refer Figure 3.8e, 3.8f) in their title and description

respectively.
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(a) PDTT (b) PDTD (c) PPTT

(d) PPTD (e) PPTRVT (f) PDTRVT

(g) PDTRVD (h) PPTRVD

Figure 3.7: Linguistic Based Features for VAVDP

4. Percentage of People Type present in Related Video’s Title and Description:

We observe presence of people type like girls, boys, lovers, students, junior, senior, lady,

people etc. in title and description of the related videos shows that some kind of actions

would be there in the video content. Our assumption is based on the fact that if related

videos of the given video have some X-terms in their title and description as well as peo-

ple type related terms then given video should also belongs to same category as related

videos. Our analyze that 35% and 30% of the vulgar videos (VVD) contain some people

type related terms (refer Figure 3.5e & Figure 3.5h). Similarly 32% and more than 30% of

VAVDS (refer Figure 3.6g and Figure 3.6h), more than 30% and 31% of the VAVDP (refer

Figure 3.7g and Figure 3.7h), more than 12% and 22% of RVDC have some people type

related terms (refer Figure 3.8g and Figure 3.8h) in their title and description respectively.

16



(a) PDTT (b) PDTD (c) PPTT

(d) PPTD (e) PPTRVT (f) PDTRVT

(g) PDTRVD (h) PPTRVD

Figure 3.8: Linguistic Based Features for RVDC

3.2.2.2 Popularity Based Features

1. Ratio of number of likes by numbers of views: We first fetch the number of likes and

number of views for our training dataset and then we compute the RLBV value. Based

on manual analysis of the training dataset we found that 77% of the vulgar videos have

RLBV (refer Figure 3.9a) value between 0.00001−0.0003 which is very less because people

don’t take interest to like such kind of video. Violence in school and college i.e. fighting

in such places, generally people likes such kind of video. Therefore 83% of RLBV (refer

Figure 3.10a) value is greater than 0.0008. For VAVDP videos, Figure 3.11a shows that

44% and 26% of the video have RLBV value between 0.0001−0.0004 and more than 0.0008

respectively. In case of RVDC, 47% and 45% (refer Figure 3.12a) of the video have RLBV
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value between 0.0001− 0.0004 and more than 0.0004 respectively.

(a) RLBV (b) RCBV (c) RRBV

Figure 3.9: Populrity Based Features for VVD

(a) RLBV (b) RCBV (c) RRBV

Figure 3.10: Populrity Based Features for VAVDS

2. Ratio of number of comments by numbers of views: We observed that number of

comments are less on such kind of videos as compared to non-harassment videos. We first

fetch the number of comments for our training dataset and then we compute the RCBV

value. We found that 78% of the vulgar videos have RCBV (refer Figure 3.9b) value

between 0.00001− 0.0002 which is very less.The reason behind this is people dont want to

comments on such kind of video (as it shows the bad mentality of the user). Violence in

school and college i.e. fighting in such places generally people comment on such kind of

video for fun. Therefore 82% of RCBV (refer Figure 3.10b) value is greater than 0.0003 in

VAVDS videos. Figure 3.11b shows that 37% and 35% of the violence video in public place

have RCBV value between 0.0002−0.0006 and more than 0.0008 respectively. Figure 3.12b

shows that 50% and 45% of the ragging video have RCBV value between 0.0001− 0.0005

and more than 0.0008 respectively.

3. Ratio of number of raters by numbers of views: Number of raters (#likes + #dis-

likes) is also a good indication of for finding the popularity of the videos. We first fetch
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(a) RLBV (b) RCBV (c) RRBV

Figure 3.11: Populrity Based Features for VAVDP

the number of raters for our training dataset and then we compute the RRBV value. We

observe that RRBV value is more as compared to RLBV and RCBV. Figure 3.9c shows

that 95% of the vulgar videos have RRBV value between 0.0001 − 0.001 which is more

as compared to RVBV because people dislike such kind of videos. in case of violence

in school and college i.e. fighting in educational places, generally people either like or

dislike such kind of videos. Therefore 78% of RRBV (refer Figure 3.10c) value between

0.001 − 0.005. Figure 3.11c shows that 87% of the VAVDP videos have RRBVP value

between 0.0001 − 0.002. In RVDC videos (refer to Figure 3.12c) 82% of the video have

RRBV value between 0.0001− 0.002.

(a) RLBV (b) RCBV (c) RRBV

Figure 3.12: Populrity Based Features for RVDC

3.2.2.3 Temporal Based Feature

Temporal based feature is related to time i.e. duration of the video that shows the con-

tent length of the video. By visual inspection we found that most the videos fall under

the category of harassment having duration between 30 second to 250 second. Because

such kind of the videos are capture as a small clips and then uploaded on YouTube. We

observed that 85% and 62% (refer Figure 3.13b), 89% and 61% (refer Figure 3.14b), 80%
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and 60% (refer Figure 3.15b) of the vulgar videos, VAVDS and VAVDP have duration less

than 200 second and between 50 − 200 second respectively. Similarly we observed that

54% and 74% (refer Figure 3.16b) of RDVC have duration less than 200 seconds and less

than 350 seconds respectively. Therefore duration of the video is a very good indicator for

detecting harassment videos.

(a) CatV (b) DYTV

Figure 3.13: YouTube Category Feature and Duration of Video for VVD

(a) CatV (b) DYTV

Figure 3.14: YouTube Category Feature and Duration of Video for VAVDS

3.2.2.4 YouTube Category Feature

YouTube Category is the feature which shows the category of the video i.e. entertainment,

sports, music, news, education etc. Based on manual analysis of the videos shows that out

of total 16 YouTube categories, 52%, 37% and 4% of vulgar videos (refer Figure 3.13a) fall

under the category of entertainment, people & blogs and comedy respectively. Similarly

39%, 30% and 18% of VAVDS videos (refer Figure 3.14a), 36%, 23% and 18% of VAVDP

videos (refer Figure 3.15a) belong to the category of entertainment, people & blogs and

comedy respectively. Figure 3.16a shows that 41%, 30% and 15% of the ragging videos are

from the category of entertainment, people & blogs and comedy respectively. Therefore,

the videos fall under the category of News (News & Politics), music, film are not consider

as harassment videos.
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(a) CatV (b) DYTV

Figure 3.15: YouTube Category Feature and Duration of Video for VAVDP

(a) CatV (b) DYTV

Figure 3.16: YouTube Category Feature and Duration of Video for VAVDR

3.3 Classification

In this subphase we use one-class classification approach to classify the video as harassment

or unknown for each sub-problem. This classifier classifies the video as harassment class if it

satisfy all the discriminatory features’ value with their respective threshold values otherwise

video belongs to unknown class. We perform a manual search on YouTube and created a few

lexicons (refer to Figure 3.17) of news-channel due to fact that videos from the news channel

cannot be consider as privacy invading harassment videos. If video uploader’s channel name is

listed in the news channel lexicons, we skip that video otherwise using one classification approach

we classify that video either belongs to harassment class or unknown class [10].

3.3.1 Solution Implementation to Detect Privacy Invading Harassment Videos

In one class classification problem, either the video belongs to harassment or unknown class.

The algorithm does the similarity computation of video’s 13 discriminatory features with the

threshold value obtained from training dataset to perform the recognition task of videos as

harassment or unknown. In this section, we describe the classifier that we have developed to

detect the videos class.
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Algorithm 1: Identification of Harassment Videos

Data: News Channels NC ∈ LexiconL1, X terms Keyxxx ∈ L2, People type
Keypeople ∈ L3, English Stop words Dictionary Dst, Video IDs Vid ∈ V , Threshold
th ∈ {t1, t2...t13}

Result: Class of Video
1 for all Vid ∈ V do
2 U ← Vid.getUploader;
3 if (U ∈ NC) then

Display News Channel Video;
else

4 Vt ← Vid.getT itle; Vd ← Vid.getDescription; Vl ← Vid.getDuration;
5 Vc ← Vid.getCategory; Vnl ← Vid.getLikes; Vnv ← Vid.getNumV iews;
6 Vnr ← Vid.getNumRaters; RelV ← Vid.getTopKRelatedV ideo;

Vnc ← Vid.getNumComments;
7 for all Rid ∈ RelV do
8 Rt ← Rid.getT itle; Rd← Rid.getDescription;

9 f1← Vl; f6← Vc; f11← Vnl : Vnv; f12← Vnc : Vnv; f13← Vnr : Vnv;
10 for all Vt, Vd, Rt, Rd do
11 Vt ← Vt.remove(Dst); Vd ← Vd.remove(Dst);
12 Rt ← Rt.remove(Dst); Rd ← Rd.remove(Dst);
13 f2←%Terms in Vt ∈ L2; f3←%Terms in Vd ∈ L2;
14 RTT ←%Terms in Rt ∈ L2; RTD ←%Terms in Rd ∈ L2;
15 f7←%People in Vt ∈ L3; f8←%People in Vd ∈ L3;
16 RPT ←%People in Rt ∈ L3; RPD ←%People in Rd ∈ L3;

17 for all RTT , RTD, RPT , RPD do
18 f4← Harmonic Mean[RTT ]; f5← Harmonic Mean[RTD];
19 f9← Harmonic Mean[RPT ]; f10← Harmonic Mean[RPD];

20 if
({f1∧ (f2∨f3)}∨ [{(f4∨f5)∧ (f6)}∧{(f7∨f8)∧ (f9∨f10)}∧{f11∨f12∨f13}]) ::
{t1, t2...t13} then

21 return Class←Harassment;

else
22 return Class←Unknown;
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Figure 3.17: A Cloud of a Few Official News-Channels on YouTube (News & Politics Category)

Algorithm 1 shows our proposed solution implementation of classifier for classifying the harass-

ment videos and unknown class videos. The result of the algorithm shows the class of video i.e.

either harassment or unknown class.

In Step 2 we retrieve the UploaderID U corresponding to each VideoID Vid.

In Step 3 we look for whether the retrieved UploaderID is from news channel or not. If it belongs

to news channel then return ”video is from news channel”.

Steps 4 to 6 extract all required metadata for all Vid of the video i.e. title and description of

the video, duration of the video, video category, number of likes, number of views and number

of raters. We also retrieve Top K related videoIDs corresponding to each Vid and store them in

RelV .

Steps 7− 8 retrieves the title Rt and description Rd of each related videoID Rid.

Step 9 performs the likes by views ratio, comments by views ratio and raters by views ratio.

Steps 10− 16 represent the preprocessing and textual similarity of linguistic features. In Steps

11 − 12 we perform the title and description pre-processing i.e. removing the stop words from

the title and description of the video and their related videos. In Steps 13− 16 we perform the

textual similarity of X-Terms present in title and description with the lexicon L2 and also for

people type present in title and description with the lexicon L3 and we calculate the percentage

of X-terms and people type present in the title and description respectively.

In case of related videos, we calculate the percentage of the X-terms and people type for each

Top K videos corresponding to Vid.

In the Steps 17−19 we find the harmonic mean of the calculated percentage of RTT , RPT , RTD

and RPD of all related video’s using formula as given below.

f4 =
K∑K

i=1
1

RTTi

(3.1)

f5 =
K∑K

i=1
1

RPTi

(3.2)
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f9 =
K∑K

i=1
1

RTDi

(3.3)

f10 =
K∑K

i=1
1

RPDi

(3.4)

Steps 19− 22 perform the classification procedure. In step 19, we compare the all the discrim-

inatory features’ value f1, f2, f3, ..., f13 with their respective threshold values (obtained from

training dataset) i.e. t1, t2, t3, ..., t13. If all discriminatory features’ value satisfy corresponding

threshold values then it classifies the video as harassment class otherwise unknown class.
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Chapter 4

Empirical Analysis and Performance

Evaluation

4.1 Experimental Dataset

We collect experimental dataset from the YouTube using YouTube API. First we collect the

videoIDs (unique value for each video) of videos manually that are related to our problem

statement i.e. vulgar videos, violence and abuse in educational area as well in public places and

the last category is related to ragging in school and colleges. Then we download all the metadata

of the collected videoIDs and top 10 related videos of their corresponding videoIDs. We are able

to fetch a total of 318 videos and a total of 6401 related videos for training dataset. Among 6401

videos, we have 1752 related videos of vulgar category. Similarly 2025, 1344 and 1280 are the

related videos of violence and abuse in school & colleges, violence & abuse in public places and

ragging in school & colleges respectively. We analyze the collected main videos with the help of

annotator and label the videos as harassment and categorized the dataset (harassment videos)

into four categories of harassment (vulgar, violence in school and colleges, violence in public

places, ragging in school & college). We classify 71, 121, 55 and 71 videos as vulgar, violence and

abuse in school & colleges, violence and abuse in public places and ragging in school & colleges

respectively. For the testing dataset we acquire data from YouTube API similar to training

dataset. First we collect some harassment videos’ videoIDs and then download the metadata

of the collected videoIDs and top 25 related videos of their corresponding videoIDs as well as

most viewed videos (YouTube Chart1). We are able to fetch a total of 960, 1256, 1561 and 1398

videos (total 5175 videos for all categories) from vulgar, violence in school and colleges, violence

in public places and ragging videos respectively.

Our training dataset contain videos of only positive class i.e harassment videos. And testing

dataset contains both videos of harassment class as well as unknown class dataset to find false

positives and true negatives. Therefore normal distribution technique of 40 : 60 ratio to build

1http://www.youtube.com/charts
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training and testing dataset cannot be applied. Due to the fact we have very less number of

training dataset as compared to testing dataset. The size of the training and testing dataset for

the four class of videos are shown in Table 4.1.

Table 4.1: Experimental Dataset

Training Dataset Related Videos(Training Dataset) Testing Dataset

VVD 71 1752 960

VAVDS 121 2025 1256

VAVDP 55 1344 1561

RVDC 71 1208 1398

4.2 Evaluation Metric

To measure the effectiveness of our solution approach we used Standard performance measures

i.e. confusion matrix where each rows of the matrix represents the instances of the actual class

and each column represents the instances of the predicted class. In case of one class classifier

each instance can only assigned to either target class (harassment) or unknown class. Precision

of a class X is the ratio of number of videos correctly classified to the total predicted as videos of

class X. Recall of class X is the ratio of the number of videos correctly classified to the number

of videos present in class X. Table 4.2 shows the standard confusion matrix. Accuracy is the

proportion of true results with both true and false results.

Let ’a’ represents the number of harassment videos correctly classified as harassment type, ’b’

Table 4.2: Standard Confusion Matrix

Predicted
Harassment Unknown Total

Actual
Harassment a b a+b

Unknown c d c+d
Total a+c b+d

represents the number of harassment videos incorrectly classified as unknown type, ’c’ represents

the number of unknown videos incorrectly classified as harassment type, and ’d’ represents the

number of unknown videos correctly classified as unknown.

• True Positive(TP) = a/a+b

• True Negative(TN) = d/c+d

• False Positive(FP) = b/a+b

• False Negative(FN) = c/c+d

• Accuracy = a+d/a+b+c+d

26



4.3 Classifier Accuracy Results

4.3.1 Vulgar Video Detection (VVD) Classifier

Table 4.3 shows the confusion matrix for VVD classifier. We run VVD classifier for 960 (videos)

testing dataset. Among them classifier classifies 278 videos as vulgar harassment videos and 682

videos as unknown class based on all discriminatory features’ value. We annotate all these videos

and based on annotation we found that 71 (10.6%) and 88 (29.8%) videos are wrongly classified

as harassment and unknown respectively using classifier. The reason of this misclassification is

presence of noisy data such as misspell mistakes or misleading information because of commercial

video that cannot be classify as vulgar harassment.

Table 4.3: Confusion Matrix for VVD Classifier

Predicted

Vulgar Harassment Unknown

Actual
Vulgar Harassment 207 88

Unknown 71 594

4.3.2 Violence and abuse Video Detection in School & Colleges (VAVDS)

Classifier

Table 4.4 illustrates the confusion matrix for VAVDS classifier. We run VAVDS classifier for

1256 testing dataset. Based on discriminatory feature, VAVDS classifier classifies 388 as violence

harassment in school & colleges and 867 or unknown class. We annotate these videos and we

conclude that 93 (10.9%) and 107 (26.6%) videos are wrongly classified as violence harassment

and unknown respectively using classifier. The reason of this misclassification is lack of informa-

tion such as violence at some other places are also considered as violence in school and college.

Similarly because of misleading information such as the words fight is used in place of match,

for example “wrestling fight between X and Y school”.

Table 4.4: Confusion Matrix for VAVDS Classifier

Predicted

Violence Harassment Unknown

Actual
Violence Harassment 295 107

Unknown 93 760

4.3.3 Violence and abuse Video Detection in Public Places (VAVDP) Clas-

sifier

Table 4.5 shows the confusion matrix for VAVDP classifier. We run our classifier for 1561 videos.

Among them our classifier classifies 254 videos as violence harassment videos in public places
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and 1315 videos belong to unknown class. We annotate all these videos and based on annotation

we result that 71 (5.4%) and 91 (33.2%) videos are wrongly classified as violence harassment and

unknown respectively using classifier. The reason of this misclassification is lack of information

such as violence in school and college is also considered as violence at public place.

Table 4.5: Confusion Matrix for VAVDP Classifier

Predicted

Violence Harassment Unknown

Actual
Violence Harassment 183 91

Unknown 71 1224

4.3.4 Ragging Video Detection in School & Colleges (RVDC) Classifier

Table 4.6 illustrates the confusion matrix for RVDC classifier. We run our RVDC classifier for

1398 videos taken from the testing dataset. The classifier classifies 78 videos as ragging harass-

ment videos and 1320 videos as unknown class. With the help of annotators, we found that 22

(1.65%) and 15 (21.1%) videos are wrongly classified as ragging harassment and unknown class

respectively using classifier.

The performance of all the classifier is computed in terms of Specificity and Sensitivity. Sen-

Table 4.6: Confusion Matrix for RVDC Classifier

Predicted

Ragging Harassment Unknown

Actual
Ragging Harassment 56 15

Unknown 22 1305

sitivity measures the proportion of actual positives which are correctly identified as positive

and specificity measures the proportion of negatives which are correctly identified as negative

are computed in terms of TPR (true positive rate), TNR (true negative rate), PPV (positive

predicted value), NPV (negative predicted value) and F1-Score. TPR (i.e. recall) and TNR

are also termed as sensitivity and specificity respectively. PPV (Precision) is proportion of true

positives to combined true and false positives. NPV is proportion of negative prediction, that

are true negative. F1-Score is the weighted harmonic mean between precision and sensitivity.

Table 4.7: Accuracy Results.

Classifier TPR TNR PPV NPV F1-Score Accuracy

VVD 0.70 0.89 0.74 0.87 0.72 0.83

VAVDS 0.73 0.89 0.76 0.88 0.75 0.84

VAVDP 0.66 0.95 0.72 0.93 0.69 0.90

RVDC 0.79 0.98 0.72 0.99 0.75 0.97

Table 4.7 shows the performance and accuracy results of each classifier based on the given
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parameter i.e. TPR, TNR, PPV, NPV, F1-score and Accuracy. Accuracy for VVD classifier is

approximately 83%. Similarly accuracy for VAVDS claasifier is 84% and accuracy for VAVDP,

RVDC are 90% ,93% respectively.
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Chapter 5

Conclusions

In this thesis, we present an approach based on one-class classifier to detect the privacy invading

harassment and misdemeanour videos having objectionable content on YouTube. Our empirical

analysis results reveal that accuracy of proposed approach is more than 80%. It indicates

that the presence of discriminatory features can be used to exploit the harassment detection

on YouTube. We propose 13 discriminatory features based on our manual analysis and visual

inspection for each category. Our empirical analysis on real world test dataset using YouTube

APIs and performance of classifier reveal that certain features like linguistic features of the

video and temporal based features are more influential for the accuracy of the proposed solution

approach.
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Chapter 6

Future Work

The proposed solution approach for the detection of privacy invading harassment on YouTube

results accuracy upto 80%. The future work of this approach is to improve the accuracy of the

proposed classifier. To achieve the accuracy upto 100% there is a need to analyse more contextual

features like analysis of threaded comments, more contextual features of related videos and trust

based feature for VVD claasifier etc.

The work presented in this report is limited to detect either video belongs to harassment or

unknown class. The future work will be to find more category of the harassment and to make

single classifier for the detection of harassment for all given sub-problems i.e VVD, VAVDS,

VAVDP and RVDC.
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