ONTOLOGY-BASED PERSONALIZED
RECOMMENDATION SYSTEM

STUDENT NAME- AKANKSHA (GUPTA

IIIT-D MTEcH CSE-DE-MT12032

INDRAPRASTHA INSTITUTE OF INFORMATION

TECHNOLOGY,
NEW DELHI

Supervisor:
Dr. Anupama Mallik

Thesis submitted in partial fulfilment of the requirements
for the Degree of MTech

in Computer Science

with specialization in Data Engineering

May 2015

(©2015 Akanksha Gupta
All rights reserved



CERTIFICATE

This is to certify that the thesis titled ” Ontology-based Personalized Recom-
mendation System” submitted by Akanksha Gupta for the partial fulfillment
of the requirements for the degree of Master of Technology in Computer Science
and Engineering is a record of bonafide work carried out by her under my guidance
and supervision in the Data Engineering specialization at Indraprastha Institute
of Information Technology, Delhi. This work has not been submitted anywhere

else for the reward of any other degree.

DRrR. ANUPAMA MALLIK
INDRAPRASTHA INSTITUTE OF INFORMATION TECHNOLOGY



ii

Abstract

Past decade has seen a prominent rise in the number of e-commerce applications in
the World Wide Web. Designing recommendation algorithms for predicting user
interests is quite challenging for such systems. Several recommendation frame-
works have been proposed in research. However, when it comes to recommenda-
tion of media-rich commodities, most of the algorithms designed so far, utilize
the metadata associated with the digital products. Such systems may not gener-
ate correct recommendations if the metadata is insufficient or inaccurate. Qur
approach 1s motwated by the fact that by making use of a domain ontology and
relating media content to domain concepts, it is possible to remove the semantic
gap between high-level semantic concepts and low-level media features. This can
be utilized to improve recommendation of media-rich commodities to the user, as
such a recommendation is based on media content as well as metadata. In this
work, we have proposed a video recommendation framework based on ontology.
The multimedia ontology is represented in Multimedia Web Ontology Language
(MOWL) [16], which supports a probabilistic reasoning scheme. We have also
given a novel approach for personalizing the recommendations on-the-fly, by ana-
lyzing user preferences and modifying the recommendation model accordingly. We
have experimented with a media-rich dataset consisting of English movie videos.
Proposed system can add semi-automatic conceptual annotations to mouvie scenes
as well as to full movies with the help of the ontology. This semantic metadata is
also utilized while making recommendations to the user. The system can recom-
mend not just full movies, but scenes from the movies based on user interest. We
have illustrated the proof of concept by corroborating our system with anonymous
users. The contentment score and recommendation accuracy obtained, has validated

the efficiency of our approach.
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Chapter 1

Introduction

Due to information explosion in World WideWeb, a huge amount of digital content
is available online. This makes it difficult for information systems to retrieve
appropriate data by finding useful information as per the user requirements [3].
In e-commerce applications, it is quite challenging task to recommend items to
a user according to his choice, especially when it comes to recommendation of
media-rich commodities like movies, music etc. A lot of research has been done
to predict the correct recommendations for a user. One technique is collaborative
filtering [11] [22], which generates the recommendations by finding out interests
of a user on the basis of preferences or taste information from similar users. Such
systems try to find out similar users based on the ratings given by user, these
systems become inefficient for the cases where number of users are small relative
to number of items. So, there is a problem of sparse ratings. Another approach
is content based filtering [21] which recommends items on the basis of metadata
associated with the items. It employs techniques to represent features that are
directly acquired by textual descriptions of items, and then on the basis of item-
item similarities, system recommends items similar to user selection. When it
comes to recommendation of media-rich commodities, most of research has been
done in which system utilizes the metadata associated with items for determining
the recommendations. A limited research has been done which utilizes the actual
media features extracted from multimedia data in order to improve the system’s
efficiency. The main challenge is to incorporate low level media features in such

systems so as to enhance the recommendation results.
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1.1 Related Work

Majority of recent research on recommendation systems has used Collaborative
Filtering technique using some association rule mining and clustering methods to
find out k-Nearest Neighbors [20]. Iwahama et al [8] have proposed an algorithm
for music recommendation by analyzing the feature parameters about music data
in MIDI format. System performs filtering by finding out items having similar
features by building a decision tree model from user’s initial ratings. Decision
tree categorizes a music into three categories: ”like”, "neutral” and ”dislike”.
Efficiency of such system is totally limited to the low-level features extracted
from media as no other related concepts have been used for recommendation. A
combination of collaborative and semantic based approach has been proposed by
Lecue et al [12] which performs Description Logic based reasoning on semantic
descriptions of services for finding out similarity of services.However, this crisp
reasoning fails when it comes to media features and doesnot provide means to

deal with uncertainty in media observation.

Due to easy availability of Movielens dataset,a lot of research has been carried
out in the movie domain. Nessel J. and Cimpa B. have proposed MovieOracle
[19], which recommends movies by comparing user interests to movie dialogues
gathered from movie subtitle files. Such systems work only if validated metadata
is available for all movies. Deng et al [5] have proposed a hybrid recommendation
methodology which combines collaborative and content-based filtering approaches
based on ontology representation and neural network technology. However they
consider only metadata available for movies and do not perform any video content
analysis. Zhenglian et al [26] have proposed a personalized recommendation al-
gorithm based on an ontological user interest model. An incrementally updating
algorithm of user interest model is described, which is based on Spreading Acti-
vation theory. It learns current user interests and accordingly updates the user
interest model. In [6], the system takes in user’s personal information and predicts
movie preferences. Then it performs clustering on movies and generates a long list
of questions for a user to refine the recommendation. System learning is based on
feedback from the user. Meshram et al [18] have suggested an approach to improve
the recommendation methodology by using the audio features of movie audio fea-
tures for emotion recognition and scene classification. A different ontology-based
approach has been proposed by Ajmani et al [2] for apparel recommendation. It
alleviates the cold-start problem but doesn’t explain how the system adapts to

user behavior when his choice is different from the recommended set of items.
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In this paper, we have presented an ontology-based recommendation system which
uses the semantics of the content as well as that of the metadata in making rec-
ommendations. Further we have personalized the recommendations based on user
relevance feedback. Using MOWL [16], we have removed the semantic gap by
mapping the low-level features associated with media to high level concepts in a
multimedia ontology of the domain. MOWL provides a probabilistic knowledge
representation and reasoning model for media-rich domain. The recommendation
framework uses a probabilistic reasoning scheme for determining the user interests
and makes recommendations accordingly. This proposed framework uses collab-
orative filtering as it considers user profile, encoded in a domain ontology, for
making the initial recommendations. It personalizes the recommendations on-the-
fly by monitoring the user clicks and utilizing semantic information associated
with selected items. We have chosen the media-rich domain of English Movies for
showcasing our recommendation framework. We have also proposed an ontology-
based framework for conceptual annotation of movie videos, based on the media
features associated with scenes in a movie. Since huge amount -of multimedia
data available on-line has insufficient metadata associated with it, recommenda-
tions can improve if semantic information is associated with media documents.
Our system handles this in a way that it first generates conceptual annotations of
movie videos and then recommends items to a user based on the concepts asso-
ciated with them. Our framework can recommend not just movies, but scenes or

segments from the movies, based on user interest.

Rest of this paper is organized as follows: Section 2 introduces the Multimedia
Web Ontology Language and details the proposed framework for Recommenda-
tion. Section 3 explains the Movie domain and knowledge encoded in the movie
domain ontology. Section 4 details the Conceptual Annotation of Videos with
an algorithm. Section 5 explains the algorithm for Personalized Recommenda-
tion. Section 6 outlines the experimental evaluation of proposed system. Section

7 provides some concluding remarks.
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Proposed Framework

2.1 Multimedia Web Ontology Language

MOWL, introduced in [16], is a new multimedia ontology representation language
with a probabilistic reasoning framework. In traditional ontology representation,
it is difficult to associate media content with concepts and there is no support for
probabilistic reasoning. MOWL provides constructs to associate media properties
with concepts in an ontology. It also provides a way to represent spatio-temporal
relations between concepts and media objects in an ontology. The uncertainty
associated with observation of media content can be encoded in the form of condi-
tional probability tables (CPTs) in a MOWL ontology, which provides probabilistic

reasoning with Bayesian networks.

2.2 Conceptual Annotation of Videos

Figure 2.1 shows a framework for video annotation. It associates concepts of an
ontology with video segments or scenes and thus tags the videos with semantic
concepts. A domain expert encodes the domain knowledge in a MOWL ontol-
ogy. The training dataset comprises of video-clips of different videos manually
annotated by the expert. Videos in the training set are input to the Feature Ex-
traction Module, which extracts aural and visual features from a video. It also
creates a video description scheme using Indicator Vectors [17]. This generated
video representation for the training video clips is then input to the Annota-
tion Generation Module to learn a model. Video annotations correspond to

semantic concepts in the domain ontology. Using this model, machine-learning is

4
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applied to classify test data, and generate automatic annotations. Once all the
test video clips have been annotated, the annotation for full videos is done by the
Annotation Module for overall video. It associates those semantic concepts
with the full video which occur most frequently with the clips belonging to the
video. These annotated videos and video clips are then considered in the movie

recommendation process. sectionRecommendation of Videos Figure 2.2 shows a

Training Feature Extraction Test video
r* video clips Module clips

Extractsd features

Annotation Generation
Module for Video clips
Expert
@v@ Coneepts Amnotated video clins

Annotation Module
for overall Video

Manual
Annotation

Domain
Knowledge

MOWL
—* Ontology

Annotated
Videos

FIGURE 2.1: Framework for Conceptual annotation of videos and parts of videos.

framework for recommendation of videos. A User Profile ontology is created
based on user attributes like age group, gender, etc. and using their preferences in
movies. This ontology is then used for computing the recommendations detailed
in Section 5. User profile ontology provides user preferences for the movies — in
terms of concepts or classes in the movie ontology. A MOWL parser module
parses the two ontologies and generates a Recommendation model (a Bayesian
network) based on the user profile and associated movie concepts. This model is
used to generate the initial movie recommendations for a user currently logged
into the system. As the user selects movies to see, every click is recorded and fed
back into the Personalization module. This module monitors the user pref-
erences, and by using the most current movie preference of the user, tunes the
initial recommendation model to generate personalized recommendation results.
Over a period of time, recommendation improves as system dynamically tunes it
according to the user preferences. The algorithm has been explained in section
5.3.
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MOWL
Ontology
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Initizl
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FIGURE 2.2: Framework for Personalized Recommendation of Videos
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Movie Domain

3.1 Movie Domain

We have tested our proposed framework for annotating and recommending the
videos in the English movie domain. Different media patterns can be observed in
different kinds of movies. These can help in classifying movies in many ways. For
instance, a romantic scene has different sound (softer music) and visual (slower
actor movements) features as compared to a fight scene in an action movie. So, we
can say that specific media patterns which denote action genre can be observed
more frequently in an action movie and same is true for other genres like animation,

romance and musical.

We have used MOWL to encode the movie domain knowledge in a multimedia
ontology. A snippet of the movie ontology created by domain experts is shown in
figure 3.1. All important concepts related to a movie domain are taken into consid-
eration. Concept Movie has related concepts like Actor, Director, ReleaseDate,
Genre, and so on. The MOWL ontology also allows that specific media patterns
which are related to a genre, can be attached as media properties with a genre
node. An example is shown in figure 3.1 where Action properties (aural and visual
properties) of media are associated as media features with Action concept in the
ontology. These media patterns can be detected using media feature classifiers in

order to help generate semantic annotation for the movie clips (refer section 4.3).

A part of information related to movies and other concepts in the ontology is
collected from IMDB (Internet Movie Database)'.Media feature based classifiers

are used to perform movie genre classification on the basis of aural and visual

"http:/ /www.imdb.com/title/tt1305591//.
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features extracted from the media. Some examples of concepts and associated

relations in movie ontology are given below:

e Movie hasGenre: Genre
e Movie hasActor: Actor
e Movie hasIMDBRating: IMDBRating

e Movie hasReleaseDate: Date

Movie is related to concepts like Actor, Director, Genre etc via properties. Me-
dia features associated with some genre related concepts are also shown in the

ontology.

/?_,inome
e

e
hasG emfl aslMOBRating /hasReleaseD ate rel easedlnlanguiage

B b @

\»Ji?/ kh

asdctor WhasDirecto

-\_\Plrecto:\

;—‘:r;n;tion /ﬁuﬁ Fomance
(e C
-H-‘"-\—\_

. o - =T i il
fhas0 l-lhasMO hashio \hashio
v Y \ 1
Action Auraln Animation Auraln  Musical Auraln  Romance Auraln
Wisual Features Wisual Feature Wisual Features Wisual Features

FIGURE 3.1: Snippet of Movie Ontology



Chapter 4

Conceptual Annotation

Conceptual annotations are done by extracting video scenes from the movie videos.
These video clips are extracted manually from each movie and are further anno-
tated by the system with a concept. Video clips are processed by system as groups
of frames. Features from each group are extracted and then further used for video
representation. Each video clip is represented in terms of an Indicator vector using
the video description scheme proposed in [17]. These are then given as input to an
SVM classifier for scene classification. The algorithms used for extracting video

features are as follows:

4.1 Extraction of Visual Features

Visual features play a very important role in scene classification problem. Objects
and scenes of an animation clip are quite different from an action scene. Also, most
action scenes are quite fast in terms of shot changes as compared to romantic
scenes. So, we have experimented with the following three visual features by

processing 30% of each video.
4.1.1 Dominant Color Descriptor
To find out top-k dominant colors of a video, following steps are followed:

1. Divide video frames in S groups and compute number of frames to be pro-

cessed from each group (30% of frames in a group).
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2. For each group in a video:

(a) For each frame in a group:

1.

11.

111.

1v.

Reduce the resolution of image frame (1/10 of original image). It
has been verified that such operation is not affecting the accuracy
of DCD computation.

Compute k-major dominant colors of that frame. To do this:
Change the color space of 256*256*256 colors into 25 major colors
as given in [10]. This is done by computing the Euclidean distance
between these 25 colors and each pixel color in an image. A pixel is
now represented by a color out of these 25 colors, which is having

minimum distance.

Now compute frequency of each of these 25 colors (count the number
of pixels having a particular color)

Assign the weights k, k-1, k-2, ... ..2/1 to the dominant colors. These

weights represent the k-dominant colors of an image frame

(b) After processing a group of frames, compute values for each of 25 colors

by summing the weights corresponding to that color in the set of frames.

Again top k colors form the Dominant Color Feature for that group.

3. After processing all groups, DCD features for each group are stored in the

order: Most Dominant, second dominant and so on, and this dataset of size

(S*k) will be used for clustering to compute Indicator Vector for a video.

4.1.2 Pace Characterization Features

The pace of a sequence is characterized by shot duration and number of shots.

Earlier, we have experimented with Color Histogram difference for video segmen-

tation [25]. But it was observed that edge detection techniques perform better

for segmenting a video and determining shot change and length. So, Edge Detec-

tion technique is used to determine shot changes. We term a video as Fast paced

video when we have a large number of shots of smaller duration, while in Slow

paced videos shot lengths are pretty large. We classify shot duration into small,

moderate and large using:

e small, if shotlength < 60

e moderate, if 60 < shotlength < 135
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o large, if shotlength > 135
Following Pace Characterization features of a video are computed for each group:

e cardinality of each type of shots: small, moderate and large

e normalized length component (nlc) for each type of shots using formula:
nle(small) = total small shot length/total no. of frames processed
nlc(moderate) = total moderate shot length/total no. of frames processed

nle(large) = total large shot length/total no. of frames processed
The steps followed are as follows:

1. Divide video frames in S groups and compute number of frames to be pro-

cessed from each group (30% of the frames in a group).

2. For each group in a video, segmentation is done as described in the following

steps:

(a) Find edges in two consecutive video frames using Canny Edge Detection

method [9], as it makes the algorithm less sensitive to small changes.

(b) Based on these edges, the sections (blocks) of video frames are compared

to one another.

(¢) If number of different sections exceed a specified threshold, it is inferred
that the scene/shot has been changed. (Threshold for experiments is
taken as 80%)

(d) Store the shot length and compute cardinality (small shots),cardinality (moderate
shots) and cardinality(large shots)

(e) When all frames of a group are processed, then compute nlc(small),

nlc(moderate), nlc(large) using the above formula.

3. After processing all groups, Pace features for each group are stored in the
order: cardinality(small shot), cardinality(moderate shot), cardinality(large
shot), nlc(small), nle(moderate), nlc(large) and this dataset of size (S*6) is

used for clustering to compute Indicator Vector for a video.
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4.1.3 SIFT Features

SIFT features of 30% consecutive frames from each group in a video are extracted.

The steps are as follows:

1. Divide the video frames in S groups and compute the number of frames to

be processed from each group.
2. For each group in a video:

(a) For each frame in a group which are to be processed:

i. Convert RGB to Gray Scale image for SIF'T feature extraction.

ii. Compute SIFT features from image using SIFT feature extraction
algorithm [15]. It gives SIFT descriptors of length 128*N. This N
can differ for different images. So we store each image descriptor as
N*128 (descriptor’) while preparing dataset for clustering.

(b) Apply clustering and compute top-k representative SIFT features for a
group.
(c) Final Feature Vector for that group will be of size k*128 (k cluster

centers) extracted in previous step.

3. After processing of all groups, SIFT features for each group are stored in the
order: Most Dominant cluster center, second dominant cluster center and so
on, and this dataset of size (S*k*128) will be used for clustering to compute

Indicator Vector for a video.

4.2 Extraction of Aural Features

4.2.1 Pitch based Features

Pitch [1] is an important attribute in the analysis of speech signals.We have used
RAPT algorithm [23] to determine pitch. Following Pitch based features [13] are
extracted for each group in a video:

e Speech Ratio: ratio of length of speech frames to the entire audio clip.

e Pitch difference mean: mean of pitch differences between adjacent frames.
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e Pitch difference standard deviation: standard deviation of pitch differences

between adjacent frames.

The steps followed are as follows:

1. Divide the audio frames in S groups and compute number of frames to be

processed from each group (30% of frames in a group/audio clip length).
2. For each group in audio following steps are performed:

(a) Read audio frames from starting to last frame of a group
(b) Calculate mean values for each frame(two channel values into single one)

(c) Determine pitch using RAPT algorithm which gives Larynx frequency

for each frame (or NaN for silent/unvoiced)

(d) Normalize pitch vector using scaling formula so that range of all values

of vector becomes 0 to 1.

(e) Find number of elements in pitch vector which are above threshold.
Threshold is taken as 0.3.

(f) Compute Speech Ratio as ratio of number of elements greater than
Threshold (Speech Frames) to total number of frames processed from a
group.

(g) Compute Pitch difference between adjacent rows and then Pitch differ-

ence mean and Pitch difference standard deviation.

3. After processing all groups, Pitch features for each group are stored in
the order: Speech Ratio, Pitch difference mean, Pitch difference standard
deviation and this dataset of size (S*3) will be used for clustering to compute

Indicator Vector for a video.

4.2.2 Volume Distribution Features

The volume distribution [13] of an audio clip reveals the temporal variation of
signals magnitude, which is important for scene classification. Following Volume
based features are extracted for each group in a video:

e rms value

e standard deviation
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e mean
e volume dynamic range
e silence ratio

® 7zero crossing rate
The steps followed are as follows:

1. Divide audio frames in S groups and compute number of frames to be pro-

cessed from each group (30% of the frames in a group/audio clip length).

2. For each group, following steps are performed:

(a) Read audio frames from starting to last frame of a group
(b) Compute the magnitude of audio signal

(c) Calculate y=mean values of each frame (two channel values into single

one)

(d) Calculate rms value(y), mean(y) , standard deviation(y) and

VolumeDynamicRange = (Ymaz — Ymin)/Ymaz

(e) Identify whether frames are voiced or not by checking condition: if
(framesignalygue — Signalmean)/StgnalsiandardDeviation 1S greater than
threshold, then a frame is said to be voiced (1) otherwise it is un-

voiced(0). After that count all the frames where voice=0 (silence).

2. Compute Silence Ratio = no. of Silence Frames/ total no.of processed frames
Find zero crossing Rate = no. of zero crossings in a signal / total no. of

frames in a signal.

3. After processing all the groups, Volume features for each group are stored
in the order: rms value, standard deviation, mean, volume dynamic range,
silence ratio and zero crossing rate and this dataset of size (S*6) will be used

for clustering to compute Indicator Vector for a video.

4.2.3 MFCC based Features

10 MFCC features from each group in video are extracted. The steps followed are

as follows:
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1. Divide the audio frames in S groups and compute the number of frames to

be processed from each group (30% of frames in a group/audio clip length).
2. For each group in audio following steps are performed:

(a) Read the audio frames from starting to last frame of a group.

(b) Calculate y=mean values of each frame (two channel values into single

one).

(c) Compute the 12 MFCC coefficients using algorithm [14] for each sample
frame in audio clip. Parameters for algorithm are Hamming window in
time domain, triangular shaped filters in mel domain, filters act in the

absolute magnitude domain.

(d) Reduce to 10 MFCC coefficients by applying Dimensional reduction us-

ing Principal Component Analysis [? |.
(e) Variance of these projected vectors forms the Feature Vector for that

group.

3. After processing all groups, MFCC features for each group are stored and
this dataset of size (S*10) will be used for clustering to compute Indicator

Vector for a video.

4.3 Indicator Vector Generation

Here the proposed scheme uses a bag-of-words model where the words are visual
words. Once we have K clusters in each feature space, for a video whose indica-
tor vector is to be computed, S feature vectors in each of six feature spaces are
computed as described in section 4.1. Each feature vector is then assigned to a
particular cluster of its feature space by computing its distance from the cluster
centers. The frequency of occurrence of a particular cluster is calculated for the
given video. These frequencies form the indicator vector. So for six feature spaces

and K clusters, an indicator vector of length K x 6 is generated.
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4.4 Annotation

4.4.1 Annotation of Movie Clips

Dataset consisting of different movie scenes, extracted from videos and represented
as Indicator vectors, is prepared. These video clips are manually annotated by a
domain expert. It was verified that no two video clips are same in the dataset.
Since it is a classification problem, LIBSVM (Library for Support Vector Machines)
implementation [4] of SVM Classification algorithm is used for classifying movie
clips to different genre categories. Our problem is of multi-class classification (as
there are more than 2 classes in our dataset). So we have used One-Versus-Rest

implementation of LIBSVM for classifying video clips into their associated classes.

4.4.2 Annotation of Movies

After annotation of movie clips, genres for each movie video are predicted based

on the following algorithm 1:

After annotation of movie clips, genres for each movie video are predicted based
on algorithm 1. System determines count of each genre and total number of video
clips annotated for a movie. It then computes percentage of each genre video
with respect to total number of video clips.Then it checks the difference between
percentage of occurrence of other genres and the most frequently occurring one,
and if this difference is less than a threshold, it adds corresponding genres to final

result set consisting of annotations for a movie.
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Algorithm 1 Conceptual Annotation of Videos.

1: Input: Annotated video clips of k movies

2: Let count; = count of videos annotated with class(genre) i belonging to a movie k.
3: Let 7 = count of classes(genres) into which video scenes can be classified.
4: Let P = percentage of class.

5: Let S = set of percentage of each class.

6: Output: assigny (set of genres assigned to a particular movie k) for each movie k.
T

8: for each input k do

9:

10:  for each class i do

11: Compute count;

12:  end for

13:  cgp < i, count;

14:

15:  for each class i do

16: P; < (counti/cgy) * 100

17: add S «+ P,

18:  end for

19:  compute{maz;, Ppaz,} < mazx{S}
20:  assigng < max;
21:
22:  for each element e in {S} — P4z, do
23:
24: if Ppqe; — e < threshold then
25: assigng < e
26: end if

27 end for
28:  Output assigny
29: end for
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Movie Recommendation

5.1 Creation of user profile Ontology

Based on a survey conducted for identifying the movie preferences of people be-

longing to different age groups and gender, we created a User Profile ontology.

We provided a list of some popular movies with their description to 100 users

and asked them to rate it over a scale of 3, based on how interested they are in

watching these movies. We also asked some other questions like their age, gender,

profession and favorite Eglish movie actors. Based on the data collected from

survey, we created a User Profile Ontology as shown in figure 5.1. Some examples

of relations and associated concepts in this ontology are:
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FI1GURE 5.1: Section of User Profile Ontology

o User hasGender: Gender
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e User hasAgeGroup: AgeGroup

e User hasFavoriteActor: Actor

Figure 5.2 shows a code snippet of User Profile ontology:

<owl:0bjectProperty rdf:ID="hasGender™>
<rdf:type rdf:resocurce="sowWl;Functional Property™/>
<rdfa:domain rdf:rescurce="User"/>
<rdfs:range rdf:resource="Gender™/>
</owl:0bjectPropertys

<owliQbjectProperty rdi:ID="fallsInAgeGroup”>
<rdf:type rdf:resocurce="sowWl;Functiocnal Property™/>
<rdfs:domain rdf:resource="User"/>
<rdfs:range rdf:resource="AgeGroup™/>
</owl:0bjectProperty>

<owl:0bjectProperty rdf:ID="hasFavouritelctor">
<rdf:type rdf:resource="sowl;FuncticnalProperty"/>
<rdfs:domain rdf:resource="User"/>
<rdfs:range rdf:rescurce="RActor"/>
</owl:0bjectProperty>

<owl:Class rdf:TID="Actor™ />

<owl:Class rdf:I0="Gender"™ />

<owl:Class rdf:T0="Male":>
<rdfs:subllass0f rdf:rescurce=

<fowl:Class>

<owWl:Class rdf:ID="Female">
<rdfs:subClass0f rdf:rescurce=

<fowl:Class>

"

Gender™/>

™"

Gender™/ >

<owl:Class rdf:ID="RgeGroup™ />
<owl:Class rdf:ID="Groupl2toclT" >
<rdfs:subllass0f rdf:rescurce="LgelGroup"/>

FIGURE 5.2: code snippet of User Profile ontology

5.2 Linking User Profile to Movie Ontology

We found by analysing the survey that users belonging to a particular profile have
similar interests in movies. Thus attributes like gender, age-group, favorite actor,
etc. can help decide initial recommendation to a user according to his or her profile.
In this research work, we have focused mainly on recommendation of movie videos
based on age and gender information of a user. The user nodes in the User Profile

ontology are linked to movie genres in the Movie ontology using a hasRec relation.
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With each of these nodes, a conditional probability table (CPT) is associated that
stores the prior probabilities which help in initial recommendation. These are as

shown in figure 5.3. We computed these prior probabilities from the user survey

conducted.

Date\hasIMDBRating “\hasGenre

IMDB
Rating

Agel8to30
Male

L
LY -~

hasho

1ashNO)

hashO

ical Auraln Ammation Auraln Action_ Auraln
al Features Visual Feature Visual Features

F1GURE 5.3: Linking User Nodes to Movie Ontology

MOWL snippet depicting the linking of ontology nodes for recommendation pro-

cess is given in figure 5.4.

5.3 Movie Recommendation System

Our recommendation system works by finding the likelihood of movie genres a user
prefers to see. It uses a probabilistic reasoning scheme to determine the ranking of
a movie which a user may prefer. User profile and Movie ontology provides other
related concepts like movie ratings,actors etc. Our system utilizes this knowledge

to compute final ranking of movies and then shows recommendations to a user.
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<mowl:propagateMedia rdf:ID="hasRec">

<rdfs:label></rdifs:lakel>

<rdfs:domain rdf:rescurce="RAgeiltocd4dFemale”™/>

<rdfs:range rdf:rescurce="Rcticn"/>

<rdfs:comment> Genre determines the User behavior</rdfs:comments>
</ mowWl :propagateMedia>

<mowl:propagateMedia rdf:ID="hasRec":>

<rdfs:labels></rdfs:label>

<rdfs:domain rdf:rescurce="RgedStocblMale™/ />

<rdfs:range rdif:rescurce="RActicn"/>

<rdfs:comment> Genre determines the User behavior</rdfs:comment>
</mowl :propagateMediac

<mowl:propagateMedia rdf:ID="hasRec">

<rdfs:label></rdfs:label>

<rdfs:domain rdf:rescurce="hged5StotliFemale" />

<rdfs:range rdif:rescurce="Rctiocn"/>

<rdfs:comment> Genre determines the User behavior</rdfs:comment>
</mowl:propagateMedias

<mowl:propagateMedia rdf:ID="hasRec">

<rdfs:label></rdfs:label>

<rdfs:domain rdf:rescurce="hgelltoclTMale™/>

<rdfs:range rdif:rescurce="Animation™/>

<rdfs:comment> Genre determines the User behavior</rdfs:comment>
</mowl:propagateMedias

<mowl:propagateMedia rdf:ID="hasRec">

FIGURE 5.4: MOWL Snippet linking User Profile to Movie Ontology
5.3.1 Recommendation Model Generation

Based on the media patterns detected in a movie, the media nodes in the Movie
ontology are instantiated and are further used for predicting movie genre prefer-
ences. For the user currently logged in, system has the following information: age,
gender and favorite actors (optional). Based on this user profile, system generates
a Recommendation model from the two ontologies. This is organized as a Bayesian
tree. A Bayesian net [7] represents conditional dependencies between concepts or
nodes. An example of a Recommendation net generated for a user with profile —
Male of age group 12 to 17 years — is shown in figure 5.5. Here the user profile
is shown as an ellipse, and the movie genres as gray boxes. The conditional de-
pendencies between the nodes are are shown as a pair P(G | U) P(G | UU), where

G denotes movie genre and U denotes user profile. The probabilties shown along
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with a concept in the Bayesian tree, denote the initial probabilities set with each

node, as extracted from the MOWL ontology, which allows encoding of CPTs.
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FIGURE 5.5: Recommendation Model extracted from Ontology as Bayes Tree.

5.3.2 Initial Recommendation

Our recommendation module uses initial CPTs, encoded in the ontology, for com-
putation of posterior probabilities which determine whether a new user will pre-
fer to see a movie or not. As we can see from the figure, the ontology has
the knowledge that a typical 12 to 17 year old male prefers animation movies.
This is reflected in the 0.80 conditional probability for P(G = Animation | U =
(12tolTyearoldMale)) in the figure. Thus the Animation genre node has a prior
probability of 0.65 which is higher than a threshold and thus is shown in pink.
To determine the recommendation, when a movie or a movie scene, which is an-
notated with a particular genre is to be ranked, the corresponding genre node
in the Recommendation model is instantiated, and belief propagation is done.
The posterior probability of the root node which is the User profile node, gives
the recommendation measure of the movie. Thus the CPTs associated with the
nodes determine the initial recommendation for the user when he first logs into
his account. This is how our recommendation system handles the initial cold-start

problem.

First n best-ranked movies, as indicated by posterior probability of the user node,

are then placed in a ranked list for recommendation. An example is shown in
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figure ?77. When a movie or clip which is annotated to be of the Animation genre,
is given, the posterior probability which is computed after taking the relevant
evidence into account is 0.72. This provides the ranking for the movie, and as it is
quite high, the Animation movie is recommended to the user — which is a good

recommendation considering his user profile interest, as encoded in the ontology.

Agel 2tol 7
Male
(0.53)

’ / L Y
-’ N

7 10.60,0.50),(0.80,0.50)",(0.30,0.50) +(040,0.50)
y ¥ i 4

Action  Anmmation  Musical  Romance
(1.00) (0.606) (0.39) (0.45)

FIGURE 5.6: Posterior Probability computation for Action Movie

5.3.3 Personalization

The personalization module stores a copy of initial Bayesian network for each user.
It monitors the user clicks and by using current preference of a user, modifies
the CPTs of initial Bayesian network and then uses this modified net for further
recommendation process. The novelty in our approach is that we have tried to
adjust the CPTs of Bayesian network so that system can accordingly adapt to

user preferences.

We have experimented with Counting Learning methodology using NeticaJ * for
changing the CPTs to account for current preference of a user. The methodology

works as follows:

At each node, we set one experience number for each possible configuration of
states of parent nodes and its associated probabilities. The experience value de-
notes the number of cases that have been seen. By setting experience value as k,

it means that the system has learnt the given CPTs from k cases. When a user

! http://www.norsys.com/neticaj/docs/NeticaJ_Man.pdf.
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clicks on a new item, system stores it as a case file, by setting nodes corresponding
to the selected item in initial Bayes Net as true and other nodes as false. This
case data represents current preference of a user. An example is shown in figure
5.7 representing a case in which user belongs to 12 to 17 age group, gender male
and has clicked on a Romantic movie to watch. User node (Agel2tol7Male) and
Romance genre node are set to true and other nodes in Recommendation net are

set, to false.

mj casedatalforltolimale.cas - Notepad

File Edit Format WView Help

Agel2tolimMale  Action Animation Musical Romance
true false false false true

FiGURE 5.7: Example of a Case File

A degree is also associated with each case file, which we have chosen as 1 as system
is learning one user case at a time.System adjusts CPT of only those nodes for
which the case supplies a value (finding).The new experience number is found from

the old one by using following formula:
Exprye, = Expryg + degree

For computation of probability for node state that is consistent with the case,

following formula is used :
Probability,e, = (Probabilityyg * Exprog + degree)/ Expryey
The probabilities of other nodes are changed by:
Probability,e, = (Probability,q * Exproq)/Exproes

After changing Conditional Probability Tables, Bayesian net is then used by rec-
ommendation module for computation of posterior probabilities. Movies that are
best ranked, as indicated by posterior probability of user node and according to

other related concepts in the ontology, are then selected for recommendation.An
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example illustrating how a Personalized Net changes on the basis of User selec-
tion has been shown in figure 5.8. Initially Recommendation net has Conditional
Probability Tables associated with each node. In figure, CPT associated with
Animation genre node has 0.80 conditional probability for P(G = Animation |
U = (12tol7yearoldMale)) in the figure. Thus the Animation genre node has
prior probability of 0.65 which is highest among all the genres. So, when a user
logs in for the first time, movies having Animation genre will be ranked higher
than all other genre movies. Then system tunes the CPTs by monitoring the user
clicks. When user selects an Action movie, system increases the probability for
P(G = Action | U = (12tolTyearoldMale)) to 0.68 and decreases the probability
of other nodes as shown in the figure. Now the prior probability for Action genre
increases and other genre decreses, so movies having Action genre are ranked more
higher than other genre movies. This is how ranking of movies is changed as user
selection changes. System also takes care of mixed genres, for instance, if a user
likes movies having Music and Romance genre, then it ranks movies which are

associated with both the genres higher than other movies.

5.3.4 Personalized Recommendation Algorithm

Algorithm 2 explains how recommendation system works for a user currently
logged in. System generates initial Algorithm 2 explains how recommendation
system works for a user currently logged in. System generates initial recommenda-
tions when a user logins for the first time, then personalizes the Recommendation
net for a user for generating recommendations. System instantiates user node in
User profile ontology that corresponds to current user profile, then recursively ex-
tracts all the concepts of Movie ontology that are linked to user profile and creates
Bayes Net with these extracted concepts. Based on the concepts (genre) identified
in a movie, system computes the posterior probability of a movie for a User and
recommends the best ranked movies to a user. System personalizes the recom-
mendations by writing a case file for current selection of user. It then modifies
existing CPTs in Bayesian Network as explained in section 5.3.3. System then
again computes the posterior probability of each movie for current user, ranks the

results and generates recommendations.
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Algorithm 2 Personalized Recommendation of Videos.

10:

12:

14:

16:

18:

20:

22:

24:

26:

28:

30:

32

34:

36:

38:

40:

42:

Input: Movie Ontology encoded in MOWL, Set of Annotated Movies M, User Profile
U.

Let G = set of class(genre) g belonging to a particular movie m.

Let node = concept in ontology corresponding to the user profile U.

Let isLink(z,y) returns true if x is related to y by a recommendation link.

Let S = set of nodes.

Let B,.: be the Bayesian Net consisting of S and U.

Let Posterior(z) gives the posterior probability at node x.

Let A = set of posterior probabilities initially empty.

Let C = set of movies selected by user in an order of his selection.

Let writeCase(z,y) stores the case for a node as true if its finding is true otherwise
false.

Let d = number of cases learned at a time.

Let FExpr,y = experience value denoting the number of cases that have been seen
Let prob,,, = probability in CPT for the node state

Output: Recommendations according to posterior probabilities in Set A.

for each input m € M do

for each genre g € m do
G+yg
end for
Instantiate node =U
Extract from Ontology recursively
S < ¢,z | isLink(node,c) UisLink(c, x)
Construct Bpe < {S}U{U}

for each genre g € G in B, do
beliefy < true
end for
Compute py, < Posterior(U)
A+ AUppy
end for
Show Recommendations according to posterior probabilities € A

for each input J € C do

for each genre g € G in B,,; do
if g € J then
writeCase(g,true)
else
writeCase(g,false)
end if
end for
Exprypey < Exprog + d
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FIGURE 5.8: Example illustrating how Personalized Net changes upon User Selection.

44:
for each node n € B, do
46: if case,, == true then

proby,,.., < proby,,, * Expreq + d)/Exprypew
48: else
proby,,.., < proby,,, * Exproq)/Expriew
50: end if
end for
52:
for each input m € M do
54: Repeat Steps 21 to 25

end for
56:  Show Recommendations according to posterior probabilities
end for
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5.3.5 Revision of Initial CPTs over a period of time

Probabilities in initial CPTs can be revised over a period of time using information
stored in case files. Such CPTs then represent general changes in user model for a
set of similar users that used the system over a period of time. Thus personalized
recommendation nets are used to change the CPTs stored in the User profile

ontology to reflect changing preferences of a User profile.
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Experimental Results

6.1 Conceptual Annotation

6.1.1 Annotation of Movie Video Clips

The dataset contains 317 movie clips with their Indicator Vector representation.
Movie clips consist of Action, Animation, Musical and Romance scene clips from
different movies.It has been verified that no two video clips are same in our

dataset.The statistics of video clips has been given in Table 6.1.

Movie Genre | No. of video clips
Action 113
Animation 47
Musical 76
Romance 81

TABLE 6.1: Video Clips Statistics

We have used One-Versus-Rest implementation of LIBSVM. 70% of videos in our
dataset are taken for training the system and rest of them have been considered
for test set. These training and test sets are converted into LIBSVM format and
then provided as input to Classifier. Training of classifier is done using 6-fold
Cross Validation.Results are shown in table 6.2 and table 6.3.

Number of videos in training set: 224

Number of videos in test set: 93

Results
Classification Accuracy = 76.3441%

29
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FIGURE 6.1: Plotting of all data points

FIGURE 6.2: Classification Results.
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Movie Genre | Action | Animation | Musical | Romance
Action 34 1 3 3
Animation 1 8 1 0
Musical 2 2 9 1
Romance 2 4 2 20

TABLE 6.2: Confusion Matrix

Movie Genre | Precision | Recall | F-Score

Action 0.8718 0.8293 | 0.8500
Animation 0.5333 0.8000 | 0.6400
Musical 0.6000 0.6429 | 0.6207

Romance 0.8333 0.7143 | 0.7692

TABLE 6.3: Precision, Recall and F-Score

6.1.2 Annotation of Movies

We have chosen movie videos as dataset for experiments. Four movie genres are
taken into consideration, namely Action, Animation, Musical and Romance. Our
system is designed such that it does automatic scene classification of movie clips
into above genres, and based on that it predicts genres associated with a movie

by assigning the genres if they occur above a threshold count.

In all experiments, it is assumed that movie videos consist of only above genres,
so the dataset taken into consideration only consists of video clips belonging to

only one of these genres.

Our database of movies comprises a total of 72 movies, belonging to either of the

above, or a mix of one or more genres. The statistics has been given in table 6.4

Movie Genre No. of Movie videos
Action 29
Action, Romance 02
Animation 07
Animation, Musical 04
Animation, Musical, Romance 01
Musical 08
Musical, Romance 03
Romance 18

TABLE 6.4: Movie Videos Statistics

After annotation of movie clips, we predicted the genres associated with a movie

based on algorithm 1 on page 17.For this algorithm, we set the threshold as 15%.
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After this, we curated movies in our database by verifying genres assigned to them

by above algorithm with that given on IMDB.

6.2 Recommendation

We have experimented our recommendation approach on Movie dataset prepared
as described in Section 5.Dataset comprises 72 movie videos as well as 317 movie

scenes extracted from them classified into different categories.

We have created a prototype recommendation system and implemented a demo
website designed using J2EE. We have used MowlParser in the implementation
of our algorithm, which uses nanoxml for parsing the ontology and NeticaJ for

Bayesian reasoning.

The UI Screen is shown in the figure 6.3. When a user logs in to the website,
he provides initial information (age, gender, favorite actor) to the system. Initial
recommendations are then shown to user on the main screen. These recommenda-
tions are explained by ranking computed using posterior probabilities and other
related information in the ontology. Another option which is given along with the
recommendations is to see another list of movies from which a user can select if

he doesn’t like top-ranked videos recommended by the system.

Do -
=
viovie I MOVIEONTOLOGY ~ HOMEPAGE  INSTRUCTIONS

Recommended Movies

The Avengers

Kingsman The Secret
Service

Alladin

Snow White and Seven
Dwarfs

The first snow of Winter

animation_cline

FIGURE 6.3: UI Screen for Movie Recommendation
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The web application was given to 7 users (having different profiles) along with a
list of movies which we have taken in dataset in order to make him more informed

about movie options from which he can choose.

Table 6.5 presents for a single user, how the posterior probabilities computed by

the algorithm and ranking changes according to user selection.

... Selection 1 Selection 2 Selection 3
Initial . . . ) .
Actio Animation Animation
Rank- | Probabi{ Rank- | Probabi! Rank- | Probabi{ Rank- | Probabi
S No Genre . . ) . . .. . ..
mg lities mng lities mg lities ng lities
1 Action 2 0.54 1 0.67 2 0.69 2 0.71
2 Animation 1 0.61 2 0.65 1 0.75 1 0.81
3 Musical 6 0.37 6 0.41 6 0.44 6 0.47
4 Romance 5 0.44 4 0.48 5 0.52 4 0.54
5 | Action, 3 0.48 3 0.56 3 0.54 5 0.50
Eomance
6 nimation, 0.48 5 0.47 4 0.53 3 0.57
Musical,
Animation,
7 Musical, 7 0.43 7 0.37 7 0.37 7 0.36
Romance
g | Musical, 8 0.32 8 0.31 8 0.29 8 0.26
Romance

TABLE 6.5: Posterior Probabilities and Ranking for a User based on his selections

We have evaluated our recommender system’s performance based on following

measures:

1. Accuracy: User selections has been recorded and checked if he is selecting
a movie from main recommendation list or from a list of other movies. Then,

accuracy is calculated using:
Accuracy = k/(k+ m)

where k=number of items selected from recommended list, and m=number of

items selected from a list of other movies.

Recommendation accuracy for 7 subjects has been computed and given in table
6.6. It is evident from the results that on an average, 69% of the recommended

items are correct and are in accordance with the user interests.

We have compared recommendation accuracy of our system against K-Nearest
Neighbour (K-NN) approach proposed in [24]. As shown in figure 6.4, accuracy
for MOWL-based framework is higher as such system is also considering the sim-
ilarities among items along with ratings and other factors while generating rec-

ommendations. K-NN approach doesn’t work well when the number of users are



Chapter 7. Ezxperimental Results 34

Users | Accuracy
User 1 0.83
User 2 0.50
User 3 0.83
User 4 0.67
User 5 0.50
User 6 0.83
User 7 0.67
Average 0.69

TABLE 6.6: Recommendation Accuracy

very small. Afterwards, as the number of users increases, accuracy for both the

techniques also increases.

0.9
0.8 1
0.7 1
0.6 1

0.5 —a— KM
0.4 - —a— MOWL

0.3
0.2 4
0.1 1

D T T T T
10 20 30 40 50

Number of Users

Recommendation Accuracy

FIGURE 6.4: Accuracy (MOWL vs K-NN approach)

We have also evaluated our algorithm in terms of precision and recall for varying
lengths of recommendation list. A good recommendation system has high precision
and recall values.

Precision =t,/(t, + f,)

Recall =1t,/(t, + fn)

where t, denotes number of relevant items that are recommended, f, denotes
irrelevant items that are recommended and f, denotes relevant items that are
not recommended. Items rated as 4 or 5 are considered as relevant to the user
and items which are rated below 3 are considered as irrelevant. Figures 6.5 and
6.6 show the precision and recall as a function of number of recommendations.

We have compared precision and recall results for our recommendation system
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against K-NN approach. It is quite clear from the graphs that precision and recall
improves with increase in the number of recommendations. Also, these values are
quite high when generating recommendations using MOWL based framework, as
compared to the K-NN approach. Figures also show that initially MOWL based
recommendation results are better as recommendations are genreated based on
similarity among movies. It doesnot depend on the factors like number of users,

number of ratings given by a user etc, as in K-NN approach.
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FIGURE 6.5: Precision vs No. of Recommendations
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FIGURE 6.6: Recall vs No. of Recommendations
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Kendall Rank Correlation Coefficient: To evaluate the ranking of items in recom-
mendation list, we have asked users to rank items according to them and then
computed association between the two rankings using Kendall rank correlation
coefficient. It is a measure of rank correlation, i.e., the similarity of orderings of
the data when ranked by each of the quantities. Kendall Rank Coefficient com-
puted for 7 subjects are given in table 6.7. Coefficient values are computed for
initial recommendations and for the list of movies recommended after next two
selections made by him. On an average, coefficient value for each user is more
than 0.6, which indicates that the order of ranked videos is quite appropriate and
in accordance with the user preferences. Average coefficient value is 0.69 which
shows that users are quite satisfied by the order in which videos are ranked and

shown to them by the system.

T = (pairsconcordant - pairsdiscordant)/(O-S * Mk (n - ]-))

where, n=total number of ranked items, pairs.oncordant = Number of concordant

pairs and pairSgiscordant = Number of discordant pairs.

Users | Initial | After Click 1 | After Click 2 | Average (Tau)
User 1 0.60 0.87 0.73 0.73
User 2 0.73 0.33 0.73 0.59
User 3 0.47 0.87 0.60 0.65
User 4 0.73 0.60 0.73 0.69
User 5 0.87 0.73 0.73 0.78
User 6 0.33 0.47 0.73 0.51
User 7 | 0.73 0.87 0.73 0.78
Average 0.67

TABLE 6.7: Kendalls Tau Coefficient



Chapter 7

Conclusion

We have presented a probabilistic approach for personalized recommendation us-
ing multimedia ontology. We have proposed an approach for generating semi-
automated, semantic annotation of multimedia segments by using a machine-
learning technique based on media feature extraction. Using this framework, video
segments as well as full videos can be recommended to a user based on his/her
interests. We have performed experiments on an English movie dataset, tested
the performance of our system, and validated the efficiency of our approach. We
can improve the system performance by increasing the number of users in our
experiments, employing more user-attributes in profiling, and validating the rec-
ommendations made to them. Adding more movie genres and a variety of media
features will further enhance the efficiency of this recommendation system. Fu-
ture work for this research also includes validating our approach by comparing our

results with other movie recommendation systems.
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