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#### Abstract

Cryptographic protocols have been a cornerstone of secure communications among armed forces and diplomatic missions since time immemorial. With easy availability and low cost of computing facilities and Internet, the domain of cryptology has not only expanded to non-government uses but also in fulfilling the common needs of individuals. Block ciphers are the basic building blocks of most of today's deployed cryptography and are one of the most widely used cryptographic primitives. They play a crucial role in providing confidentiality of data transmitted over insecure communication channels - one of the fundamental goals of cryptography. Apart from it, block ciphers are also used to build other cryptographic mechanisms such as - Hash functions and Message Authentication Codes. Hence, it is crucial to ensure construction of a secure and robust block cipher design. To achieve so, it is imperative to analyze and evaluate the resistance of block ciphers against a variety of cryptanalytic attacks.

This thesis is devoted to the security analysis of block ciphers and block cipher based hash functions against some of the current state-of-the-art cryptanalytic techniques. We specifically focus on Biclique Cryptanalysis and Multiset Attacks in this work. We propose a new extension of biclique technique - termed as Star based Bicliques and use them to solve the problem of high data complexity usually associated with this technique. Further, we also employ the above cryptanalytic methods to provide the best attacks on few standardized block ciphers. Our cryptanalytic results are as follows: 1. We study biclique based key recovery attacks and find improvements that lower the attack costs compared to the original attack in [39]. These attacks are applied to full round AES-128 (10-rounds), AES-192 (12-rounds) and AES-256 (14-rounds) with interesting observations and results. As part of the results, we propose star-based bicliques which allow us to launch attacks with the minimal data complexity in accordance with the unicity distance. Each attack requires just 2-3 known plaintexts with success probability 1. 2. We utilize the biclique based key recovery attacks to find second-preimages on AES based hashing modes. In our attacks, the initialization vector (IV) is a public constant that cannot be changed by the attacker. Under this setting, with message padding restrictions, the biclique trails constructed for key recovery attack in [39] cannot be utilized here. We construct new biclique trails that satisfy the above restrictions and launch second preimage attacks on all 12 PGV hashing modes based on full round AES-128. 3. We investigate the security of Generalized Feistel Networks (GFNs) in known-key scenario. We apply a variant of biclique technique - termed as sliced biclique cryptanalysis on 4-branch, Type-2 Generalized Feistel Networks (GFNs) based hash functions to generate actual collisions. We further demonstrate the best 8 -round collision attack on 4 -branch, Type- 2 based GFNs when the round function $F$ is instantiated with double SP layers.


4. We analyze the security of Korean Encryption Standard ARIA against meet-in-the-middle attack model. We conduct multiset based key recovery attacks on 7 and 8-round ARIA-192 and ARIA-256 with improved time, memory and data complexities compared to [168]. While the previous attacks on ARIA could only recover some round keys, our attacks show the first recovery of the complete master secret key.
5. We analyze the security of recently announced Ukrainian Encryption Standard Kalyna against meet-in-the-middle attack model. We apply multiset attacks supplemented with further related advancements in this attack technique to recover the secret key from 9-round Kalyna-128/256 and Kalyna$256 / 512$. This improves upon the previous best attack reported in (13] in terms of number of rounds attacked by 2 .

In terms of either the attack complexity or the number of attacked rounds, the attacks presented in the thesis are better than any previously published cryptanalytic results for the block ciphers concerned.
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## Glossary

| AES | $:$ | Advanced Encryption Standard |
| :--- | :--- | :--- |
| DES | $:$ | Data Encryption Standard |
| $I V$ | $:$ | Initialization Vector |
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| PGV modes | $:$ | Block cipher based hash modes named after Preneel, Govaerts, and Vandewalle |
| MMO | $:$ | Matyas-Meyer-Oseas mode |
| MP | $:$ | Miyaguchi Preneel mode |
| DM | $:$ | Davies Meyer mode |
| SP | $:$ | Substitution Permutation |
| FN | $:$ | Feistel Network |
| GFN | $:$ Generalized Feistel Network |  |
| $\circ$ | $:$ | Superposition |
| $\oplus$ | $:$ | XOR operation |
| $\boxplus$ | $:$ | Addition modulo 2n |
| $\ll(\gg)$ | $:$ | Left (right) shift of a bit string |
| $\lll(>)$ | $:$ | Left (right) rotation of a bit string |
| $\\|$ | $:$ | String Concatenation |
| ISO | $:$ | International Organization for Standardization |
| GSM | $:$ | Global System for Mobile Communications |
| NSA | $:$ | National Security Agency |
| LFSR | $:$ | Linear Feedback Shift Register |
| SBL | $:$ | Single Block Length |
| DBL | $:$ | Double Block Length |
| GF | $:$ | Galois Field |
| MDS | $:$ | Maximum Distance Separable |
| CC | $:$ | Chosen Ciphertext |
| CP | $:$ | Chosen Plaintext |
| MITM | $:$ | Meet-in-the-Middle |
| SSB | $:$ | Super S-box |
|  |  |  |

## Chapter 1

## Introduction

The word cryptography and the associated word cryptology have very similar etymological origins. They are derived from the Greek words kriptos, which means "hidden"; graphos, which translates to "writing"; and logos, which is "word" or "speech". Cryptology is the science and art of secret communications. Since the time of Julius Caesar and even before, people have protected the confidentiality of their communications by cryptography. Historically, cryptology has been used by diplomatic missions and armed forces [161]. However, in the modern era, with easy availability and low cost of computing facilities and Internet, the domain of cryptology has not only expanded to non-government uses but also in fulfilling the common needs of the individuals. Today, cryptology plays a fundamental role - in securing access to Internet banking, secure login to websites, secure e-commerce, protecting the integrity of data online, secure computations on clouds etc. People continue to use cryptography though far more sophisticated than Caesar's, to protect their vital information as it passes through possibly hostile environments. Cryptology typically forms a small but important component under the wide umbrella of security solutions with main focus on the following functionalities 110):

- Confidentiality - Ensures protection of data and resources from leaking to unauthorized listeners over an insecure communication channel.
- Data Integrity - Ensures that an adversary who has access to the communication channel cannot modify the contents of transmitted data by improper or unauthorized means.
- Authenticity - Ensures that the data received over an insecure channel has been sent by the authorized sender and not by an undesired source.

With advancements in technology in which cryptographic solutions are being deployed, increasing by leaps and bounds, it is of utmost importance to understand and analyze the cryptographic designs and protocols with rigor so that security in terms of confidentiality, data authenticity, access control and privacy is maintained. These
advancements have also led to a renewed interest in the study of cryptographic applications in other fields such as biometrics, ubiquitous computing, mobile networks etc. and forged global cooperation and collaboration between research communities and IT industries world over.

Cryptology broadly comprises of two types of studies - cryptography and cryptanalysis. While cryptography deals with the design of mechanisms providing certain security goals, cryptanalysis focuses on analyzing these designs with the aim of finding some flaw/weakness in them and violate the security goals. The most common cryptographic techniques fall under two categories - secret-key (symmetric) cryptography and public-key (asymmetric) cryptography. In secret-key cryptography, each pair of communicating parties requires the knowledge of one common key which is kept secret from other unauthorized parties. The sender uses the secret key to encrypt the message (plaintext) whereas the receiver uses the same secret key to decrypt the message (ciphertext). In public-key cryptography, introduced by Diffie and Hellman 65] in 1976, each participating party has a pair of keys, termed as public and private key respectively that are used for secure communication. The sender uses the public key of the receiver to encrypt the message while the receiver uses her private key to decrypt the message. In either case, only the authorized members can recover the valid data from the ciphertext, for the rest, this data appears illegible. Examples of public key cryptosystems are RSA [146], elliptic curve cryptosystems [112] etc. The security of public key cryptography is established on the computational hardness assumption that deducing the private key from public key is extremely difficult. On the other hand, symmetric key cryptography rests its security on the size of the secret key used. The larger the size, the higher is the security.

The basic building blocks of symmetric key cryptography are - block ciphers, stream ciphers and message authentication codes (MACs). Block ciphers and stream ciphers provide data confidentiality by encrypting plaintext into ciphertext with the help of the secret key. MACs provide data integrity and authentication. The sender computes an authentication tag for some message (as a function of message and the secret key) and sends it to the receiver together with the message. The receiver then checks the validity of the message by computing the authentication tag (as a function of the received message and same secret key). If the authentication tag calculated by the receiver coincides with the one obtained from the communication channel, the message is accepted else discarded. Cryptographic hash functions are another set of primitives which provide functionality akin to MACs. They take a string of arbitrary length as input and produce a fixed length output called hash. Strictly speaking, they do not belong to symmetric key algorithms since they do not accept a key. However, many hash function designs are inspired from block ciphers. As such, many cryptographic techniques which were initially developed for analyzing block ciphers are applicable to hash functions as well and vice versa. Hence, we include hash functions under the belt of symmetric cryptographic primitives. In this report, we concentrate on cryptanalysis
of block ciphers and constructions based on them.

### 1.1 Motivation

The area of block cipher cryptanalysis, as discussed above, focuses on finding flaws in a block cipher design with the ultimate aim of breaking it and disclaiming the security assurances of its designer. Breaking a cipher doesn't always mean finding a practical way for an attacker to recover the secret key or a plaintext from its given ciphertext. In academic cryptography, breaking a cipher simply means finding a weakness in the cipher that can be exploited with a complexity less than exhaustive search. Sometimes these breaks may require an unrealistic amount of time, data and memory. However, as Bruce Schneier has said - "a break can just be a certificational weakness: evidence that the cipher does not perform as advertised" 154].

To achieve these goals, a number of cryptanalytic techniques have been developed and research in cryptanalysis field is growing fast. Spearheaded by differential attacks [28] and linear cryptanalysis [131], many attack techniques such as square attack [57, 79], boomerang attack [173], impossible differential attack [23, 126, 140], related key attack [25, 26, 31], meet-in-the-middle attack [66, 72] etc. have been proposed and presented in literature. These attacks in turn have led to the development and evolution of security criteria for the evaluation of block ciphers, e.g., size of the key required, size of the data block processed, number of rounds in a construction, inclusion of non-linear functions in the design etc. In fact, a block cipher is not considered secure until it has withstood certain threshold cryptanalysis. The trust in its security increases when it shows continued resistance over a stretch of time (usually in years), even against advances in cryptanalysis that were not previously conceived. It is thus of great importance to investigate the security of a block cipher algorithm against a variety of cryptanalytic attacks. Two cryptanalysis techniques - Biclique Cryptanalysis and Multiset Attacks till present have been known to yield the best cryptanalytic results on Advanced Encryption Standard (AES) and form the specific focus of this thesis.

AES, standardized by the US NIST in October 2000, has been accepted and adopted worldwide thereafter. It remains the most favored cryptographic scheme in both software and hardware applications. Despite the design having been subjected to tremendous scrutiny in the past 15 years, until 2011, it has remained remarkably immune to all cryptanalytic attacks. In Asiacrypt, 2011, biclique cryptanalysis for AES was proposed and it was the first technique in single key model that challenged the 128-bit security of full 10-round AES-128 block cipher. The application of this technique showed that for full AES (all 3 AES variants), the key can be recovered with a complexity lesser than brute-force by a factor of $3-5[39]$. Since then, biclique cryptanalysis technique has been adopted to attack many other block ciphers such as ARIA [52], SQUARE [129], TWINE [53], HIGHT [86], PRESENT [4, 92] etc. The advantage of this technique
is that it is generic, i.e., it can be applied to most of the block ciphers as long as a few conditions are met. However, the attack technique has some inherent limitations - high time and data complexity. Soon after the initial excitement, crypto purists started comparing it with brute force as the standard brute force is very likely to be both cheaper and faster in reality. Hence, the question of possibilities in reduction of attack complexities started surfacing. Moreover, although the biclique technique has been used to analyze many block ciphers, no formal work except [99] was available in the literature which analyzed the security of block cipher based hash functions against the biclique attack. In [39], Bogdanov et al. showed the conversion of biclique based key recovery attack on AES to preimage attack on AES based compression function. However, translation of this preimage attack on compression function to hash function is not trivial. This is because biclique attacks consist of finding some biclique trails which are then used to recover the secret key. In all of the existing biclique attacks, the biclique trails allow modifications to the key as well as the message input to the block cipher. However, in the hash function settings, we are usually interested in the known-key scenario, where the key input to the block cipher is known publically. Typical examples include Miyaguchi-Preneel mode and Matyas-Meyer-Oseas mode [34, 141]. In these modes, a fixed value (i.e., the IV) that is not under the attacker's control and cannot be changed by her is fed as the key input to the block cipher. Moreover, in the subsequent iterations of these modes, ${ }^{1}$ it is difficult for an attacker to control the value of the chaining variable (produced as the output of each iteration) as well. Hence, such settings warrant construction of new biclique trails that satisfy the fixed IV (and known CV) restriction. These are some of the problems which we attempt to solve in this thesis.

Leaving aside the biclique attacks, the next best class of attack on AES in the secret key model is the Multiset Attack. With the recent advancements in this technique in the past 2-3 years [61, 71, 122, 147], the underlying attacks can be considered the most efficient attacks on AES so far (in terms of lowest computational complexity). Though this line of attacks has been extensively studied for AES research $[57,60,61,71,79,122$, 147], their application to other block ciphers has not been investigated much yet. One of the possible reasons could be that many of these attacks exploit some specific design properties such as - weak key schedule of AES. In AES, recovery of a subkey allows recovery of all the other subkeys as well as the master key. However, this property does not hold true for other block ciphers. A case in point is the Korean Encryption Standard ARIA [114 and the Ukrainian Encryption Standard Kalyna [138]. The designs of both of these block ciphers are inspired from AES, however they both have stronger key schedule algorithms. After 2010, no formal security analysis of ARIA exists in literature. Moreover, none of the existing attacks on ARIA have been able to recover the actual secret key. Kalyna has recently been announced as Ukrainian Encryption Standard in June, 2015. It supports 3 block and key sizes: 128-bit, 256-

[^0]bit and 512-bit. According to the notations followed in [138, Kalyna-128 includes all 3 variants of Kalyna with block size of 128-bits and key size of 128, 256 and 512bits. Similarly, Kalyna variants with block size of 256 -bit and all 3 key sizes are commonly termed as Kalyna-256. The designers of Kalyna claim Kalyna-128 to be resistant against all types of cryptanalysis techniques when the number of rounds is $\geq$ 6 [1]. For Kalyna-256, the minimum number of rounds for which it is resistant to all types of cryptanalysis techniques is claimed to be 7 . However, no justification of these claims has been provided. Coupled with the fact, that Kalyna has not yet received significant attention from the cryptanalysis community, motivated us to analyze its security against multiset attacks. In our works, we investigate the effectiveness of multiset attacks against both ARIA and Kalyna and improve the current best known cryptanalytic results on both of them.

### 1.2 Thesis Organization

In this thesis, we present improvements in some cryptanalytic attack algorithms and results on cryptanalysis of a few block ciphers and cryptographic hash functions constructed from block ciphers. Our main results are presented in Chapters 3, 4, 5, 6 and 7. Each chapter provides literature review, followed by cryptanalysis results and conclusions. The thesis outline is as follows:

- In Chapter 2, we introduce block ciphers and hash functions. We review a number of currently known cryptanalytic methods for block ciphers that will facilitate the understanding of the work discussed in subsequent chapters.
- In Chapter 3, we re-evaluate the security bound of full round AES against biclique attack. We try to solve some of the inherent limitations of biclique attacks such as high data complexity. Through a computer-assisted search we try to find optimal attacks that produce the lowest computational and data complexities for biclique key recovery attack on all 3 variants of AES.
- In Chapter 4, we deal with AES-based hash functions and investigate their resistance against biclique attacks. First, we give algorithms to search best biclique trails that do not modify the IV input to the hash function. Then, using these biclique trails we launch second preimage attacks on all 12 PGV modes.
- In Chapter 5, we analyze Type-2 Generalized Feistel Networks (GFNs) in known key scenario and derive actual collisions for hash functions constructed from 4 -branch, type-2 GFNs. We further demonstrate the best 8 -round collision attack on this construction when the round function $F$ is instantiated with double substitution-permutation (double SP) layers.
- In Chapter 6, we present multiset attack, a variant of meet-in-the-middle attack and give key recovery attacks on reduced round ARIA-192 and ARIA-256. We
present new 4-round distinguishers and use them to launch attacks on 7 and 8-round ARIA-192 and ARIA-256 with improved attack complexities. Further, in our attacks, we are able to recover the actual secret key unlike the previous cryptanalytic attacks existing on them.
- In Chapter 7, we investigate the security of recently standardized Ukrainian encryption algorithm: Kalyna-128/256 and Kalyna-256/512. We present new 6round distinguishers and use them to launch multiset based key recovery attacks on 9-round Kalyna-128/256 and Kalyna-256/512.
- Finally in Chapter 8, we conclude the thesis by discussing the results and giving some future directions of research.

In terms of either the attack complexity or the number of rounds broken, the attacks presented in this thesis are better than any previously published cryptanalytic results for the block ciphers concerned.

### 1.3 Contributions

Among the list of publications presented on page 4, all the results reported in 8,10 , 11, 37,49 form the basis of this thesis. In the joint works, the author of the thesis has played a leading role in obtaining the results reported in this thesis. The main cryptanalytic results are as follows:

- Chapter 3 re-evaluates the security bound of full round AES against biclique based key recovery attacks. The results include:

1. All the biclique attacks before this work were limited to balanced bicliques only, i.e., complete bipartite graphs in which the two set of vertices have exactly the same cardinality. In this work, we propose maximally unbalanced bicliques called stars where one set of vertices only contains a single element.
2. We search for attacks with the minimal data complexity in accordance with the unicity distance. We find attacks which just require 2 (for AES-128 and AES-192) or 3 (for AES-256) known plaintexts with success probability 1. We utilize star based bicliques to achieve these results.
3. We search for attacks with data complexity strictly less than the full codebook. Among this class, we find attacks that have lower data complexity for AES-128 and AES-192 (as compared to the original attacks in 39]) and lower computational complexity for AES-256. This shows that the attacks reported in [39] were not optimal.
4. We search for the fastest biclique key recovery attacks in the entire class when there is no restriction on the amount of data required. These attacks provide an important insight into the limits of the independent-biclique approach developed so far.
5. An interesting outcome of the above class of constructions is that they utilize the longest biclique covered in the full AES attack so far. For AES-128, the longest biclique has length of 3 rounds whereas for AES-192 and AES-256 the longest bicliques cover 5 rounds each.

- Chapter 4 investigates the security of AES based hash functions against biclique attacks in known-key scenario, where the IV is fixed and cannot be changed by the attacker. Though our results do not significantly decrease the attack complexity factor as compared to brute force but, they highlight the actual security margin provided by these constructions against second preimage attack. Our results include:

1. We re-evaluate the offered security of full 10 rounds AES-128 based hash functions against second preimage attack. The previous best result reported in [149] could only work on 7 rounds.
2. Our analysis works on all 12 PGV modes of the hash function constructions.

3 . We propose new biclique trails to achieve the above results.
4. All the trails have been obtained by implementing C programs with suitable restrictions imposed on the search space to yield the best attack complexities.

- Chapter 5 investigates GFN based hash functions in known-key scenario against sliced biclique cryptanalysis. Our results include:

1. We apply sliced biclique technique to construct an 8-round distinguisher on 4-branch, Type-2 Generalized Feistel Network.
2. We use the distinguisher so constructed to demonstrate an 8 -round collision attack on 4-branch, Type-2 GFN based compression functions under known key settings. The attack can be directly translated to collision attacks on Matyas-Meyer-Oseas (MMO) and Miyaguchi-Preneel (MP) mode based hash functions and pseudo-collision attacks on Davies-Meyer (DM) mode based hash functions.
3. When the round function $F$ is instantiated with double SP layer, we demonstrate the first 8-round collision attack on 4-branch, Type-2 GFN with double SP layer. This improves upon the previous best 6 -round attack reported in 148.
4. We also further show that presence of multiple SP layers in the round function $F$ does not always provide better resistance against some attacks.
5. We investigate CLEFIA which is a real world-implementation of 4-branch, Type-2 GFN and demonstrate an 8-round collision attack on it.

- Chapter 6 investigates the effectiveness of mutiset attacks on the block cipher ARIA. The results include:

1. We show the best 7-round key recovery attacks on ARIA-192/256 and 8round attack on ARIA-256.
2. We construct a new 4-round distinguisher for ARIA-192 and ARIA-256.
3. Our attack complexities on ARIA-192 have better time, data and memory complexities than the previous best reported in [168].
4. Our attack complexities on ARIA-256 have better time and memory complexities than the previous best reported in 168 .
5. We present the first actual recovery of the master key on our attacks on ARIA-192 and ARIA-256.

- Chapter 7 investigates the effectiveness of mutiset attacks on the block cipher Kalyna. The results include:

1. We present the first 9-round key recovery attack on Kalyna-128/256 and Kalyna-256/512. This improves upon the previous best 7 -round attacks on the same.
2. We construct new 6 -round distinguishers on each of the above mentioned Kalyna variants.
3. Our 9-round attack on Kalyna-256/512 has better time and data complexity than the previous best reported in [13].
4. Our attacks show that Kalyna variants which have equal block and key sizes appear to be more secure and robust as compared to Kalyna variants where the key size is double the block size.

## Chapter 2

## Symmetric cryptosystems

A cryptosystem $97,133,164$ is a general term referring to a set of cryptographic primitives used to provide information security services. Symmetric cryptology studies the design and analysis of symmetric cryptosystems which include block ciphers, stream ciphers, message authentication codes (MACs) and cryptographic hash functions. While block ciphers and stream ciphers are encryption primitives, MACs and hash functions provide data and data origin authentication. This thesis primarily focuses on block ciphers and block cipher based hash functions. In this chapter, we provide a brief overview of the necessary background required to understand the results included in this thesis.

### 2.1 What is a block cipher ?

A block cipher is a transformation $E:\{0,1\}^{k} \times\{0,1\}^{n} \rightarrow\{0,1\}^{n}$. The first input to $E$ is a $k$-bit secret key and second input is the $n$-bit plaintext while the output is the $n$-bit ciphertext. ${ }^{1}$ The key size $k$ and the block size $n$ are the parameters associated with a block cipher. A block cipher is a bijection for a fixed key, i.e., $E(K, \cdot)$ is a bijective function on $(0,1)^{n}$. For a fixed key $K \in\{0,1\}^{k}$, we sometimes denote $E(K, \cdot)$ by $E_{K}(\cdot)$ and its inverse permutation by $E_{K}^{-1}(\cdot)$. Currently, the widely used block lengths are 64 and 128 -bits and the key lengths are typically 128 or 256 -bits.

The need for formalizing security notions in communication systems was recognized quite early. Shannon, in his seminal work [157] first defined the concept of perfect secrecy for encryption ciphers. A cipher is called perfectly secure if the ciphertext does not give the adversary any additional information about the plaintext. Shannon showed that the ciphers must have a key space that is atleast as large as the message space for them to achieve perfect secrecy. This makes ciphers with perfect secrecy impractical in most settings where large amounts of data need to be encrypted. Block ciphers

[^1]present more efficient ways to construct encryption algorithms under a weaker notion of security termed as computational security 97 .

A standard assumption associated with block ciphers is that they are pseudorandom permutations. This means that an $n$-bit block cipher under a randomly-chosen secret key $K$ is computationally indistinguishable from a randomly chosen $n$-bit permutation. By definition, in the ideal-cipher model [34, 54, 63, 67, 91], a block cipher $E$ with $k$-bit key and $n$-bit block size is uniformly chosen from the set of all possible block ciphers of this form. For each key, there are $2^{n}$ ! permutations, and since any permutation may be assigned to a given key, there are $\left(2^{n}!\right)^{2^{k}}$ possible block ciphers, e.g., AES with a 128 -bit key is one choice from nearly $2^{2^{263}}$ total block ciphers possible. However, an ideal block cipher for a large block size is not practical from an implementation and performance point of view. This is because, for most practically relevant block ciphers, the amount of storage required to store all the possible permutations for a given key is way beyond the computational resources conveniently available [33]. In practice, an approximation of ideal block cipher system for large $n$ is constructed, where the block cipher is built out of components that are easily realizable [88]. To build a block cipher, a set of permutation generators is taken and parameterized by the secret key [35] where the key space is much smaller than the message space. This reduces the possible block cipher choices significantly and the implementations are far from being random. In such cases, the security of a block cipher depends on its block size and the secret key size. The length of these parameters is so chosen that they are large enough to maintain pseudorandomness in presence of modern adversary. In terms of computational security, a block cipher $E$ is called secure if no attacks on $E$ exist that have time complexities ${ }^{2}$ lower than brute force.

### 2.2 Anatomy of a block cipher

In practice, most block ciphers are iterated block ciphers. They are constructed by repeating a simple function called the round function multiple times. Parameters include the number of rounds $r$, the block bitsize $n$ and the bitsize $k$ of the input secret key from which $r$ subkeys $K_{i}$ (called the round keys) are derived through a key schedule algorithm. The basic idea is to make a strong encryption function out of a weaker round function (that is easy to implement ) by repeatedly using it. For an $r$-round block cipher with $i^{t h}$ round function $F_{i}$ and $i^{\text {th }}$ subkey $K_{i}$, an iterated block cipher $E_{K}(\cdot)$ is defined as:

$$
E_{K}(\cdot)=F_{i}\left(K_{i}, \cdot\right) \circ F_{i-1}\left(K_{i-1}, \cdot\right) \circ \ldots \circ F_{2}\left(K_{2}, \cdot\right) \circ F_{1}\left(K_{1}, \cdot\right)
$$

where, o denotes superposition of permutations. For every subkey, the round function must be invertible; if not, decryption is impossible. The number of rounds in an

[^2]iterated cipher depends on the desired security level and the consequent trade-off with performance. In most cases, an increased number of rounds will improve the security offered by a block cipher, but for some ciphers the number of rounds required to achieve adequate security will be too large for the cipher to be practical or desirable. Often in an iterated block cipher the first and/or the last round are not identical with the other ones.

A key-alternating block cipher $[56,57]$ is an iterative block cipher with special-type of round function $F_{i}$ :

$$
F_{i}\left(K_{i}, x\right)=F_{i}^{\prime}\left(K_{i} \oplus x\right)
$$

where, $F_{i}^{\prime}(\cdot)$ is a round function not dependent on the round key. The round functions are interleaved with simple xoring of round keys to the current state. Advanced Encryption Standard (AES) is a key-alternating block cipher.

Round Function $F$. It is necessary to build the round function $F$ as nonlinear. This eliminates the possibility of representing $F$ as a system of linear equations with plaintext, ciphertext and key bits acting as variables and solving them with standard algebraic methods to recover the secret key. It is generally desired that the round function $F$ should provide good diffusion and confusion properties. Good diffusion means spreading the influence of each input bit to preferably all output bits in a random way, whereas good confusion means making the relationship between ciphertext and subkey bits as complex as possible such that it is difficult to deduce the secret key 163 . If the round function achieves good diffusion and confusion properties, after sufficiently many rounds, each instantiation of the block cipher is expected to behave like a random permutation and resist various cryptanalytic attacks.

### 2.3 Construction of iterated block ciphers

Iterated block ciphers can be built in many different ways. The two most common approaches are Feistel Networks (FNs) and Substitution Permutation Networks (SPNs).

Feistel Network. Feistel network, more commonly known as Feistel cipher has been named after Horst Feistel, one of the IBM researchers who designed LUCIFER [162]the precursor to Data Encryption Standard (DES) [62]. In a Feistel cipher, the plaintext is split into two equal halves. The round function is applied to one half and the output of the round function is bitwise xor'ed with the other half; finally, the two halves are swapped and they become the two halves of the next rounds. This process is iterated until the final ciphertext is produced. Typically, in a Feistel cipher, number of rounds $r \geq 3$ and is often even. Decryption is achieved using the same $r$-round process but with subkeys used in reverse order. As a result, the round function $F$ need not be a


Figure 2.1: An example of Feistel construction. The input is split into two halves: $L_{0} \| R_{0}$ and iterated $r$ times to produce the final output.
bijection for Feistel constructions. An illustration of Feistel cipher is given in Fig. 2.1. Concrete examples of Feistel cipher include - TEA [175], XTEA [135], ISO standard Camellia [16], GSM standard KASUMI [3], NSA released SIMON [22] etc.

Generalized Feistel Network (GFN). Beside the classical Feistel networks as discussed above, several other generalizations of Feistel networks exists. All of them are encompassed under the broader category of Generalized Feistel Networks (GFNs). In Unbalanced Feistel networks [155], unlike the classical ones, each state is divided into two unequal parts, e.g., Skipjack [2] whereas in alternating Feistel networks, the right and left parts are alternately used as input to the round function $F$, e.g., LION [14]. In type-1, type-2, and type-3 Feistel networks [180] that are variants of Feistel networks with more than two branches, the input message is partitioned into $k$ sub-blocks with $k>2$, e.g., RC6 [145], CLEFIA [160], TWINE [167], MARS [45] etc. Fig. 2.2, illustrates the various GFNs. For a detailed security analysis of generalized feistel networks, one can refer to [42, 85]. In [166], Suzaki et. al. specifically investigated the diffusion properties of $k$-branch, Type-2 GFN, where $k>2$ and showed that the classical $k$-block left or right cyclic shift had poor diffusion abilities. They then suggested improved $k$-block shuffling that led to better resistance against various cryptanalytic attacks. Block cipher TWINE [167], which is a 16-branch, Type-2 GFN adopts one of these improved $k$-block shuffling in its design.

Substitution Permutation Network (SPN). Another approach to construct a block cipher consists of building a round function by combining layers of simple in-


Figure 2.2: Illustration of Generalized Feistel Networks
vertible functions: substitutions and permutations. In the first layer, the subkey $K_{i}$ is xor'ed with the intermediate state which provides key dependency. In the second layer, i.e., the substitution layer, nonlinear functions (S-boxes) acting on parts of the state are applied in parallel. If each S-box operates on $b$ out of $n$ bits, then there are $m=\frac{n}{b} b$-bit S-boxes working in parallel. In the third layer, i.e., the permutation layer, these $m$ parts are diffused using a linear mapping. The substitution layers acting on small units of data (rarely more than eight consecutive bits) introduce local confusion into the cipher. The permutation layers, on the other hand, operate on the complete block and thus diffuse the effect of the substitutions. In practice, S-boxes are often implemented as look-up tables as table implementation gives better performance in software. Linear permutations range from simple transpositions such as bit-wise permutations to complex mathematical functions, such as MDS matrix [144, 170]. While bit level permutations are easy to achieve in hardware with zero cost (simple realigning of wires), they have serious performance implications at software level. This is because, in software, manipulating individual bits is not natural and this slows down the performance of the cipher. Hence, permutation functions such as the MDS matrix
which works at byte level or 32-bit word level provide more flexibility in software. In SP networks, the round function has to be necessarily bijective for decryption to be possible. Prominent SPN block ciphers include: AES [57], PRESENT [40], ARIA [114] etc. Often the $F$-functions of many Feistel ciphers also consist of a small SP network. An example of SP network is given in Fig. 2.3.


Figure 2.3: Substitution-Permutation (SP) Network
Besides these popular design approaches, there exists other block ciphers with other round structures as well, e.g., block cipher IDEA [116] that follows Lai-Massey scheme [171], NSA standardized SPECK [22] that follows ARX (addition, rotation, XOR)-based structure 172 and KATAN/KTANTAN family of lightweight block ciphers which base their round function on LFSRs 47].

Key Schedule Algorithm (KSA). KSA plays an important role in iterated block cipher design construction. Reusing the user supplied key bits as much as possible while generating the round keys is usually considered a good design principle. Two main approaches of designing a key schedule algorithm are - 1) Affine key schedule, where, the subkeys are derived as an affine transformation of the user supplied key, e.g., DES and 2) Non linear key schedule, where, the subkeys are generated as nonlinear transformations of the user supplied key, e.g., AES, PRESENT etc. It is usually desired that a key schedule algorithm should avoid weak keys, equivalent keys, related keys etc. and satisfy Strict Avalanche Criterion and Bit Independence Criterion [7].

In resource constrained environments, where efficiency and security are competing goals, designers often opt for a simple key schedule to ensure compact implementation. For example, key schedules of block ciphers such as PICCOLO [158] and TEA [175] do simple permutation or linear operation on the master key whereas some block ciphers such as LED [81] and PRINT [108] have no key schedule at all and just use the master key directly in each round. Security in these block ciphers is ensured by utilizing specialized design tricks during the state update such as - a serially computable MDS
matrix used in block cipher LED, double permutation layer (bit-wise shuffling followed by a 3-bit keyed permutation) in block cipher PRINT etc. which provide good diffusion but require small gate count in hardware implementations. Most of these block ciphers are well analyzed against the classical attacks and resistant against KSA targeting attacks such as related key and slide attacks. However, in some cases, the simplicity of these key schedule algorithms (i.e., slow diffusion between the subkeys) has been exploited to launch attacks on reduced rounds, e.g., MITM attacks [90, 156], invariant subspace attack 120 etc.

Due to a lack of systematic guidelines, no formal principles on designing a key schedule algorithm have yet been promulgated and this is a pressing research issue.

### 2.4 Block Cipher Cryptanalysis

Block cipher cryptanalysis is multifaceted. An attack may show a weakness that the designer overlooked, disprove an assumed security level or show an assumed property to be untrue. Broadly speaking, the attack goals can be classified into the following categories [106]:

- Total Break - Here, an adversary recovers the full secret key.
- Global Deduction - The adversary finds an algorithm that is functionally equivalent to either encryption or decryption algorithm.
- Local Deduction - The adversary can obtain the plaintext (or ciphertext) corresponding to a ciphertext (or plaintext) that has not been previously queried.
- Distinguishing Algorithm - The adversary can effectively differentiate between two black boxes; one containing the target block cipher with a randomly chosen secret key and the other containing a randomly chosen permutation.

It is generally agreed that any cryptosystem should meet Kerckhoffs' principle [95]. According to Kerckhoff's principle, a cryptosystem should be secure even if an attacker knows everything about the cryptographic algorithm except the user-supplied secret key. Following the Kerckhoff's principle, there are four widely discussed attack scenarios that an attacker may launch. In the order of severity these are:

1. Ciphertext-only Attack. This is the most basic type of attack. Here, the adversary just observes one or more ciphertexts and attempts to determine the corresponding plaintexts that were encrypted. She is assumed to have some information about the plaintexts, e.g., the particular natural language in which the plaintexts are written.
2. Known Plaintext Attack. Here, the adversary learns one or more pairs of plaintextsciphertexts encrypted under the same key. Her aim is then to determine the plaintext for some other ciphertext for which she does not know the corresponding plaintext.
3. Chosen Plaintext (or Ciphertext) Attack. In this attack, the adversary has the ability to obtain the encryption (or decryption) of any plaintext(s)(or ciphertexts) of her choice. She then attempts to determine the plaintext (or ciphertext) for some other ciphertext (or plaintext) that has not been previously queried.
4. Adaptively Chosen Plaintext (or Ciphertext) Attack. It is the same attack scenario as above except that in this case an adversary can adaptively ask for encryptions and/or decryptions of her choice based on the knowledge obtained from the previous queries.

The strength of an attack is usually evaluated using the following metrics:

- Time Complexity. This measures the amount of computations required for execution of an attack. It is usually measured in terms of how many encryption/decryption calls to the target block cipher are made.
- Data Complexity. This calculates the number of plaintexts/ciphertexts required to execute the attack. In an exhaustive search attack, unicity distance is a parameter of a block cipher that is generally used to determine the minimum number of ciphertexts required such that only one correct value of the secret key is obtained (other spurious keys are eliminated) [142]. E.g., for a 128-bit block cipher with a 256 -bit secret key, unicity distance is 3 .
- Memory Complexity. This calculates the amount of memory storage required to carry out an attack. Often, it is measured in units of $n$-bit blocks (where, $n$ denotes block size) of data required to be stored.


### 2.4.1 Fundamental Generic Cryptanalysis Techniques

There are three fundamental cryptanalytic techniques that can be applied to any block cipher. These attacks do not depend on the internal structure of the cipher and can only be avoided or rendered impractical by choosing appropriate external parameters. We assume an $n$-bit block cipher with a $k$-bit secret key.

- Dictionary Attack. Here, the attacker builds a table containing all $2^{k}$ possible ciphertexts corresponding to a particular plaintext with various key choices acting as the indices. When a ciphertext corresponding to that particular plaintext is intercepted, she can simply look up the precomputed table and deduce the key with high probability (given, $k \leq n$, otherwise there are $2^{k-n}$ expected keys). This attack has a data complexity of $2^{k}$ ciphertexts, a $2^{k} n$-bit memory complexity and negligible time complexity.
- Codebook Attack. This attack is related to the block length of the cipher. If the attacker is able to capture the ciphertexts of all possible $2^{n}$ plaintexts, she can construct a table (sorted by the plaintext) and use it to decrypt any future message encrypted with the same secret key. Such an attack has a data complexity of $2^{n}$ plaintext/ciphertext pairs, a $2^{n} n$-bit memory complexity and a negligible time complexity. Generally, due to birthday paradox, if more than $2^{n / 2}$ randomly generated $n$-bit ciphertexts are captured, then an attacker can expect a repetition to occur with high probability. This may in turn leak information about the plaintexts. This is a potentially relevant setting as in many cryptographic constructions, a source of randomization is fed into the input of the block cipher, e.g., CBC mode with random IV. Hence, it is advisable not to encrypt more than $2^{n / 2}$ plaintexts under the same key. In case $n$ is relatively small, codebook attack becomes practically feasible.
- Exhaustive Search. This attack depends upon the key length of the secret key used. In an exhaustive key search (also known as brute force attack), given a valid plaintext-ciphertext pair, an attacker tries all possible $2^{k}$ key choices to deduce the correct key. It is assumed that only the correct key will yield the correct correspondence. If more than one candidate key is produced, then the wrong key choices can be eliminated by using another valid plaintext-ciphertext pair. Such an attack has a $2^{k}$ time complexity and negligible data and memory complexities. An attack is generally considered effective if its time complexity is faster than exhaustive key search.

While exhaustive search requires essentially no memory and $2^{k}$ work, dictionary attack requires $2^{k}$ memory and negligible time. Hence, these attacks represent the two extremes for an adversary and bring into picture the concept of time-memory tradeoff. The classic time-memory tradeoff was given by Martin E. Hellman and for further details, one can refer [83].

### 2.4.2 Shortcut Attacks

Shortcut Attacks exploit specific internal structure properties of a block cipher to recover the secret key with a complexity better than brute-force. Most of the attacks that are discussed in the subsequent subsections follow the following 2-step strategy:

1. Distinguisher Construction. In this phase, given a set of plaintext-ciphertext pairs, the aim of the attacker is to construct a distinguisher $D$ that is able to differentiate between a random permutation and the target block cipher (that looks like a random permutation to the attacker) in polynomial time ${ }_{4}^{3}$ and with a non-marginal success probability. For further details on various statistical distinguishers, one can refer 94 .

[^3]2. Round Key Recovery. Let us suppose that an attacker is able to successfully construct a distinguisher $D$ on a $(r-1)$ reduced round block cipher (out of full $r$-rounds). Given plaintext-ciphertext pairs for full cipher, the attacker guesses (parts of) the last round key, (partly) decrypts the last round, and uses her distinguisher on the first $(r-1)$ rounds to check whether the guess could have been correct. Once, she has recovered the (parts of) last round subkey, she can: a) Deduce some parts of the secret key $K$ if the key schedule is invertible or, b) Peel off the last round and continue searching in a similar manner or, c) Conduct an exhaustive search for the rest of the key bits to recover the secret key $K$. Sometimes, depending on the block cipher structure, an adversary may cover more than one round in the key recovery phase, both from the top as well as bottom.

In the subsequent subsections, we briefly review a range of shortcut attacks that are relevant for this thesis.

### 2.4.3 Differential Cryptanalysis

Differential cryptanalysis was first presented by Biham and Shamir at CRYPTO'90 to attack DES [28] and eventually the details of the attack were published as a book [29]. The wide applicability of this technique along with linear cryptanalysis [131 to numerous block ciphers have solidified the position of these techniques as the threshold evaluation metric for the security analysis of any block cipher. One of the major aims of all block cipher designers is to develop constructions that can thwart differential and linear cryptanalysis.

Differential Cryptanalysis takes advantage of how a fixed plaintext difference propagates through the rest of the cipher in a non-random way to recover the secret key. The notion of difference can be defined in several ways but the most widely discussed is with respect to the XOR operation. For any value $X$ during the encryption of $P$, and the corresponding value $X^{\prime}$ during the encryption of $P^{\prime}$ (where, size of $P, P^{\prime}, X$, $X^{\prime}$ is $n$-bits), let us denote the difference by $\Delta X=X \oplus X^{\prime}$. The differences are linear in linear operations, and it is easy to predict the output difference of linear operations given the input difference. However, in case of non-linear operations, say S-box $(S)$, this is not true. Specifically, $S(X) \oplus S\left(X^{\prime}\right) \neq S\left(X \oplus X^{\prime}\right)$. Let, $S(X) \oplus S\left(X^{\prime}\right)=\Delta Y$. Given, a $(\Delta X, \Delta Y)$ pair, in an ideal randomizing cipher, the probability that a particular output difference $\Delta Y$ occurs for a given $\Delta X$ is $1 / 2^{n}$. However, since block ciphers in practice are not truly random, differential cryptanalysis seeks to exploit cases where the probability of $\Delta X \rightarrow \Delta Y$ is much greater than $1 / 2^{n}$. The pair $(\Delta X, \Delta Y)$ is called a differential characteristic across the operation $S(\cdot)$.

Given a $m \times n$ S-box $(S)$, the probability of the differential characteristic over $S$ $(\Delta X, \Delta Y)$ is defined as:

$$
\operatorname{Pr}(\Delta X \rightarrow \Delta Y)=\frac{\left|\left\{x \in\{0,1\}^{m}: S(x) \oplus S(x \oplus \Delta X)=\Delta Y\right\}\right|}{2^{m}}
$$

The aim of the attacker is to search for differential characteristics which have good probabilities. To achieve so, generally a Difference Distribution Table (DDT) is built by her. The Difference Distribution Table for an $(m \times n)$ S-box (S) is a table storing all possible pairs of input and output differences $(\Delta X, \Delta Y)$ and the numbers of $m$-bit blocks $x\left(\in\{0,1\}^{m}\right)$ such that $S(x) \oplus S(x \oplus \Delta X)=\Delta Y$.

In a differential attack, the attacker first starts by searching a differential characteristic such that only a small part of the nonlinear components are activated (have non zero difference) and at the same time maximum rounds of the target cipher are covered. To estimate the probability of a characteristic, it is assumed that its evolution over successive rounds is independent. Thus, the cumulative probability of a $(r-1)$-round differential characteristic (over $(r-1$ )-rounds of the cipher) can be computed as the product of probabilities of one-round characteristics. Once the attacker finds a good differential characteristic that covers the desired rounds of the cipher, she can then use it to distinguish the block cipher from a random permutation and carry out a key recovery attack as described at the start of the Section 2.4.2. It can be seen that in general, in differential attacks, the attacker is usually concerned with the difference in the partially encrypted inputs after $(r-1)$ rounds only rather than input differences at each intermediate round. There may be various sequences of intermediate differences that give rise to the same output difference. Thus, instead of working with a particular differential characteristic, differential attacks often employ differentials. A differential over $(r-1)$ rounds is a set of all differential characteristics with the same input and output difference.

Various enhancements and variants of differential attack have been introduced and studied extensively in literature. Few among them are higher order differential cryptanalysis [105, 181, truncated differential cryptanalysis [107], impossible differential cryptanalysis 23, 126, 140, differential-linear cryptanalysis [119], boomerang attacks [173] etc. In the next subsections, we discuss two of these attacks - truncated differential cryptanalysis and boomerang attacks.

### 2.4.4 Truncated Differential Cryptanalysis

Truncated Differential Cryptanalysis is a generalized version of differential cryptanalysis technique. This technique was developed by Lars Knudsen in 1994 107. It works exactly the same way as differential cryptanalysis except the fact that in this technique, instead of analyzing the full difference between the two texts, only partial differences are determined after each round. For example, consider a particular 4-bit S-box, say S. Let

$$
\begin{array}{ll}
0010 \xrightarrow{S} 0010 & \text { have a probability of } 2 / 16 \\
0010 \xrightarrow{S} 1000 & \text { have a probability of } 6 / 16 \\
0010 \xrightarrow{S} 0110 & \text { have a probability of } 4 / 16 \\
0010 \xrightarrow{S} 0100 & \text { have a probability of } 4 / 16
\end{array}
$$

In case of truncated differential,

$$
0010 \xrightarrow{S} * * * 0 \quad \text { has a probability } 1
$$

At byte level, truncated differentials usually work with a set of differences. A byte is usually termed as active or non-active just indicating whether a non-zero difference exists in the byte or not, without focusing on the actual value of that difference. Sboxes do not mix active and non-active bytes. Thus, it is easier to study and exploit the properties of the diffusion layer in case of truncated differentials. However, truncated differentials quickly spread to the whole internal state due to diffusion and this happens faster than for fixed differentials. This makes the probabilistic trail short and the attack less powerful. If the diffusion at byte/word is relatively slow, truncated differentials may cover larger number of rounds. E.g., in case of block cipher Crypton, due to weaker diffusion, as many as 8 rounds were attacked with truncated differentials [64].

### 2.4.5 Boomerang Attack

Boomerang attack was proposed by David Wagner at FSE'99 [173]. It differs from the classical differential attack approach in that it allows differentials covering only a part of the cipher to be used in the attack. The block cipher is treated as a cascade of two sub-ciphers, each having a high probability short differential of its own. These differentials are then combined in a chosen plaintext and ciphertext attack setting to first construct a boomerang distinguisher and then use the distinguisher to recover the secret key.

Let us suppose, the block cipher $E_{K}(\cdot)$ is split into two halves $-E_{K}^{1} \circ E_{K}^{0}$, where $E_{K}^{0}$ covers the first $s$ rounds of encryption while $E_{K}^{1}$ covers the rest $(r-s)$ rounds of encryption. Let us further suppose, that there exists a differential $\alpha \rightarrow \beta$ through $E_{K}^{0}$ with a high probability $p$. Similarly, there exists a differential $\gamma \rightarrow \phi$ through $\left(E_{K}^{1}\right)^{-1}$ which has a high probability $q$. The boomerang attack (as shown in Fig. 2.4) then proceeds as follows:

1. Consider two plaintexts $P, P^{\prime}$ such that $P^{\prime}=P \oplus \alpha$. Obtain their corresponding ciphertexts $C, C^{\prime}$ respectively.


Figure 2.4: The Boomerang Distinguisher
2. The probability that $E_{K}^{0}(P) \oplus E_{K}^{0}\left(P^{\prime}\right)=\beta$ is $p$.
3. Obtain, $D=C \oplus \gamma$ and $D^{\prime}=C^{\prime} \oplus \gamma$. If we apply $\left(E_{K}^{1}\right)^{-1}$ to each of the pairs $(C, D)$ and $\left(C^{\prime}, D^{\prime}\right)$, then with probability $q^{2},\left(E_{K}^{1}\right)^{-1}(C) \oplus\left(E_{K}^{1}\right)^{-1}(D)=\phi$ and $\left(E_{K}^{1}\right)^{-1}\left(C^{\prime}\right) \oplus\left(E_{K}^{1}\right)^{-1}\left(D^{\prime}\right)=\phi$.
4. Then, the following statement holds true: With probability $p q^{2},\left(E_{K}^{1}\right)^{-1}(D) \oplus$ $\left(E_{K}^{1}\right)^{-1}\left(D^{\prime}\right)=\beta$. This is because,

$$
\begin{aligned}
\left(E_{K}^{1}\right)^{-1}(D) \oplus\left(E_{K}^{1}\right)^{-1}\left(D^{\prime}\right)= & \left(E_{K}^{1}\right)^{-1}(C) \oplus\left(E_{K}^{1}\right)^{-1}(D) \oplus\left(E_{K}^{1}\right)^{-1}(C) \oplus\left(E_{K}^{1}\right)^{-1}\left(C^{\prime}\right) \\
& \oplus\left(E_{K}^{1}\right)^{-1}\left(C^{\prime}\right) \oplus\left(E_{K}^{1}\right)^{-1}\left(D^{\prime}\right) \\
= & \phi \oplus \beta \oplus \phi \\
= & \beta
\end{aligned}
$$

5. Thus, with probability $p^{2} q^{2}, E_{K}^{-1}(D) \oplus E_{K}^{-1}\left(D^{\prime}\right)=Q \oplus Q^{\prime}=\alpha$.
6. Now if, $(p q)>2^{-n / 2}$, then a valid distinguisher is constructed. This is because, for a random permutation, the expected probability that $Q \oplus Q^{\prime}=\alpha$ is $2^{-n}$.

Therefore, if $p^{2} q^{2}$ is sufficiently large, then the boomerang distinguisher can effectively distinguish between $E_{K}(\cdot)$ and a randomly chosen permutation, given a sufficient number of adaptively chosen plaintexts and ciphertexts. Once the distinguisher is built, the attacker can use it to carry out a key recovery attack as described at the start of the Section 2.4.2. The plaintext tuple ( $P, P^{\prime}, Q, Q^{\prime}$ ) is termed as a quartet and satisfies the following property:

$$
P \oplus P^{\prime} \oplus Q \oplus Q^{\prime}=0
$$

Following the advent of boomerang attack, many other extensions of this attack were proposed. E.g., amplified boomerang attack [98] which is a full chosen plaintext attack variant, rectangle attack [24] which allows any value of $\beta$ and $\phi$ to occur as long as $\beta \neq \phi$ and impossible boomerang attack [125] which defines a right quartet to be one that satisfies $\beta \oplus \beta^{\prime} \oplus \phi \oplus \phi^{\prime} \neq 0$ in the middle.

### 2.4.6 Meet-in-the-Middle Attack

Meet-in-the-Middle Attack (MITM) technique, first proposed by Diffie and Hellman in 66] is a divide-and-conquer approach which splits an invertible transformation into two parts and finds parameters that are involved in the computation of only one. These parameters are then calculated independently and checked for a match in the middle to obtain the right combination. The advantage of this technique is that it reduces the time complexity significantly as compared to brute force search over these parameters. For example, let us have a look at MITM attack on Double DES [66]. For Double DES, the following equation holds true:

$$
\begin{equation*}
D E S_{K_{1}}\left(D E S_{K_{2}}(P)\right)=C \tag{2.1}
\end{equation*}
$$

where, $P=$ plaintext, $C=$ ciphertext, $\left(K_{1}, K_{2}\right)=$ keys used for encryption/decryption and $\left|K_{1}\right|=\left|K_{2}\right|=56$ bits. From Eq. (2.1), it can be seen that:

$$
\begin{equation*}
D E S_{K_{2}}(P)=D E S_{K_{1}}^{-1}(C) \tag{2.2}
\end{equation*}
$$

i.e., given a plaintext-ciphertext pair, an attacker can compute $K_{1}$ and $K_{2}$ independently and look for a match in the intermediate ciphertext. Finding the right combination ( $K_{1}, K_{2}$ ) will take the attacker $2^{K_{1}}+2^{K_{2}}$ time instead of $2^{K_{1}} \times 2^{K_{2}}$ time (needed by brute force search). Hence, instead of providing 112-bit security, MITM attack showed that Double DES only provides 57-bit security.

The same methodology can be exploited at round level as well. The aim is to find an internal state inside the cipher such that rounds involved in the forward computation from the plaintext and in the backward direction from the ciphertext do not depend on particular key bits. These particular key bits are called neutral key bits. In general, let an $n$-bit block cipher $E_{K}(\cdot)$ with $k$-bit key $K$ is divided into two functions $F_{1}$ and $F_{2}$. Let us further suppose that $K$ is grouped into three sets $K_{1}, K_{2}$ which are used only in $F_{1}, F_{2}$ independently (neutral key bits) and $K_{3}$ which denotes the other key bits of $K$. Then for each value of $K_{1}$, we compute $F_{1}(P)$ in the forward direction and for each value of $K_{2}$, we compute $F_{2}^{-1}(C)$ in the backward direction. If the guessed key is the correct one, the equation $F_{1}(P)=F_{2}^{-1}(C)$ holds true. After MITM stage, $2^{k-n}\left(=\frac{2^{\left|K_{1}\right|+\left|K_{2}\right|}}{2^{n}} \times 2^{\left|K_{3}\right|}\right)$ keys will survive. The attacker then exhaustively searches a
correct key from the surviving key candidates by using additional plaintext-ciphertext pairs. The required complexity $C_{\text {comp }}$ is estimated as:

$$
\begin{equation*}
C_{\text {comp }}=2^{\left|K_{3}\right|}\left(2^{\left|K_{1}\right|}+2^{\left|K_{2}\right|}\right)+\left(2^{k-n}+2^{k-2 n}+\ldots\right) \tag{2.3}
\end{equation*}
$$

The number of required plaintext/ciphertext pairs is $\lceil k / n\rceil$.


Figure 2.5: MITM Attack with partial matching. Here, $v^{\prime}$ is the $b$-bit partial intermediate matching state.


Figure 2.6: Splice-and-Cut Framework. Here, $v$ is the $n$-bit intermediate matching state.

Sometimes, instead of full $n$-bit state matching, attacker performs matching on some part of the intermediate state only. Such an attack is termed as MITM with partial matching [17]. For a match on $b$-bit $(b<n)$ partial intermediate state (as shown in Fig. 2.5), the required complexity $C_{\text {comp }}$ is now estimated as:

$$
\begin{equation*}
C_{\text {comp }}=2^{|K 3|}\left(2^{|K 1|}+2^{|K 2|}\right)+\left(2^{k-b}+2^{k-2 b}+\ldots\right) \tag{2.4}
\end{equation*}
$$

with the data complexity of the attack increasing to $\lceil k / b\rceil$. Another property which an attacker sometimes exploits in MITM attacks is the Splice-and-cut Technique 17. This technique considers the first and last step of a block cipher as consecutive steps. This is achieved by joining the two steps through an encryption/decryption oracle query (as shown in Fig. 2.6). Both these properties provide an attacker additional flexibility to start at any step she wishes and cover maximum rounds possible to recover the secret key.

Meet-in-the-middle attacks on block ciphers received less attention compared to differential and linear cryptanalysis. The limited use of these attacks can be attributed to the fact that these attacks require large parts of the cipher to be independent of certain key bits whereas, the design paradigm of block ciphers requires usage of all the key bits in the first few rounds only. As such, finding an internal state which depends on only few key bits in either direction is difficult. As a result, the number of rounds broken with this technique is rather small. MITM attacks could break significant rounds only in some block ciphers, e.g., full cipher KTANTAN 41 and maximum steps in XTEA, LED and Piccolo 90 .

### 2.4.7 Square Attack

Square Attack was first proposed by Daemen et al. in [55] as a dedicated attack on block cipher SQUARE, a forerunner of AES. It was shown to be applicable to AES as well. This attack consists of choosing a special set of plaintexts and studying its propagation through the block cipher. The attack on AES [110] is illustrated as follows:

Consider a set of $2^{8}$ plaintexts in which the first byte takes all possible 256 values and the remaining bytes take any constant value that remains same throughout the set. We call such a set of plaintexts as $\lambda$-set. The byte which takes all possible 256 values is termed as the active byte. Rest of the bytes are termed as passive bytes. The transformation of this $\lambda$-set after one round of AES encryption is as shown in Fig. 2.7.


Figure 2.7: 3-round AES. Here, $*$ denotes the byte is active and $B$ denotes the byte is balanced.

Since, S-box is a bijective mapping, hence intermediate state after S-Box (SB) operation in round 1 remains a $\lambda$-set. Further, as branch factor of AES MixColumns (MC) operation is 5 , all the four bytes of the first column of the intermediate state after MC become active. Similar explanation holds true for second round transformations as well as transformation till before MixColumns (MC) operation in the third round. Let us consider the intermediate state after MixColumns operation in the third round. Let the bytes of the first column after third round MC be denoted as $y_{0}^{i}, y_{1}^{i}, y_{2}^{i}$ and $y_{3}^{i}$ where, $i$ represents the $i^{t h}$ text. Let $x_{0}^{i}, x_{1}^{i}, x_{2}^{i}$ and $x_{3}^{i}$ represent the corresponding first column bytes before third round MC operation. Then, as per MixColumns operation definition 57):

$$
y_{0}^{i}=02_{x} \cdot x_{0}^{i} \oplus 03_{x} \cdot x_{1}^{i} \oplus x_{2}^{i} \oplus x_{3}^{i}
$$

If we xor all the values in the first byte position after the MixColumns operation, then it can be shown that the xor'ed sum is always zero as follows:

$$
\begin{aligned}
y_{0}^{0} \oplus y_{0}^{1} \oplus \ldots y_{0}^{255}= & 02_{x} \cdot x_{0}^{0} \oplus 03_{x} \cdot x_{1}^{0} \oplus x_{2}^{0} \oplus x_{3}^{0} \oplus \\
& 02_{x} \cdot x_{0}^{1} \oplus 03_{x} \cdot x_{1}^{1} \oplus x_{2}^{1} \oplus x_{3}^{1} \oplus \\
& \vdots \\
& 02_{x} \cdot x_{0}^{255} \oplus 03_{x} \cdot x_{1}^{255} \oplus x_{2}^{255} \oplus x_{3}^{255}
\end{aligned}
$$

This can be re-written as:

$$
\begin{aligned}
y_{0}^{0} \oplus y_{0}^{1} \oplus \ldots y_{0}^{255} & =02_{x} \cdot \bigoplus_{i=0}^{255} x_{0}^{i} \oplus 03_{x} \cdot \bigoplus_{i=0}^{255} x_{1}^{i} \oplus 01_{x} \cdot \bigoplus_{i=0}^{255} x_{2}^{i} \oplus 01_{x} \cdot \bigoplus_{i=0}^{255} x_{3}^{i} \\
& =02_{x} \cdot 00_{x} \oplus 03_{x} \cdot 00_{x} \oplus 00_{x} \oplus 00_{x} \\
& =00_{x}
\end{aligned}
$$

This shows that the set of values in the first byte position after third round MC operation forms a balanced set (set where XOR of all values becomes zero) and that too with probability 1 . This property is preserved after key addition as well and holds true for all the other bytes as well. Thus, this property can be exploited by an attacker to distinguish 3-round AES from a random permutation, since in the case of random permutation, the probability that the xor'ed sum in all the bytes becomes zero is $2^{-128}$.

Apart from AES, square attack was used to attack other ciphers as well, e.g., CRYPTON [64], IDEA [93] etc. Stefan Lucks extended the attack to non-SQUARElike ciphers by attacking the block cipher Twofish (128 and named his generalized attack as saturation attack. Later, Knudsen and Wagner assembled the various square attack variants together into a single framework and termed it as integral cryptanalysis 111.

The Square attack can be considered as a specialized version of a broader class of attacks called the multiset attacks. A multiset is a list of values, each of which can appear multiple times, but the order in which they appear is irrelevant, e.g., $\{1,2,2$, $3,3,4\}$. Apart from balanced multisets, these attacks can utilize other multisets as well 32 . Some other types of multisets are:

- Constant Multiset: A multiset $M$ of $m$-bit values is a constant multiset if it consists of a single value repeated an arbitrary number of times.
- Permutation Multiset: A multiset $M$ of $m$-bit values is a permutation multiset if it contains each of the $2^{m}$ possible values exactly once.
- Even Multiset: A multiset $M$ of $m$-bit values is an even multiset if each value occurs an even number of times (including no occurrences as well).

The advantage of multiset attacks is the fact that the transformations of these multisets over a limited number of rounds is non-probabilistic as compared to differential and linear trails. Further, most of the components commonly found in a block cipher either preserve the multiset properties or convert them into some other multiset properties. E.g., a constant multiset remains so after passing through an S-box or a balanced multiset is preserved by any linear operation. These benefits allow an attacker to launch efficient key recovery attacks on a block cipher. Several variants of multiset attacks have been proposed in literature [60, 61,71,79, 111, 127]. Currently, the second best attacks on Advanced Encryption Standard (in terms of number of rounds attacked) belong to a subclass of this line of attacks.

### 2.5 Block Cipher Based Hash Functions

Cryptographic hash functions, one of the widely used primitives in numerous standards and applications, are one-way functions that take a message of arbitrary length as input and produce a fixed length output called message digest or hash. The term one-way implies that such a function is easy to compute but computationally hard to invert, i.e., for a given output it is hard to find an input that maps to that output. The message digests produced by hash functions are typically used to verify the integrity of the data and detect unauthorized changes in it. In general, for a given message $m$, the sender computes its hash value and appends it with the message. The integrity of the hash value is protected in some manner. She then transmits the message and its appended hash over an insecure channel. At the receiver's side, the receiver recomputes the hash of the received message and checks if the computed hash matches with the received hash. If yes, then the receiver is ensured that the message has not been altered.

For a given hash function $H$ which takes a message input $m$ and produces a hash output $h$, i.e., $h=H(m)$, its security depends on the output length of the hash value $h$. A $n$-bit hash function $H$ is said to be cryptographically secure, if it satisfies the following three properties:

- Preimage Resistance - For a given $H$ and one of its hash output $h$, it is computationally infeasible to find a message $m$ such that $H(m)=\mathrm{h}$.
- Second Preimage Resistance - For a given $H$ and a message $m$, it is computationally infeasible to find another message $m^{\prime}$ (where $m^{\prime} \neq m$ ), such that $H(m)$ $=H\left(m^{\prime}\right)$.
- Collision Resistance - For a given $H$, it is computationally infeasible to find two messages $m$ and $m^{\prime}\left(\right.$ where $\left.m^{\prime} \neq m\right)$, such that $H(m)=H\left(m^{\prime}\right)$.

By computationally infeasible we mean, that it should be intractable for an adversary to find a preimage or a second preimage in less than $2^{n}$ hash computations and a collision in less than $2^{n / 2}$ hash computations.

In practice, most of the hash functions are designed as iterated hash functions which divide the whole input into some fixed size blocks and then process the blocks in an iterative way. The most common approach followed to construct an iterative hash function is the Merkle-Damgård (MD) construction 59, 134. In Merkle-Damgård algorithm, a hash input $M$ of arbitrary length is first divided into fixed-length blocks $M_{i}$. This step often involves padding operation to ensure that the overall message length is a multiple of block length size. Each block $M_{i}$ then serves as an input to an internal fixed-size $n$-bit function $f$ called the compression function. The compression function then computes a new intermediate result as a function of the previous intermediate result and the message block $m_{i}$. This process is repeated until the entire message has been processed. For a hash function $H$, compression function $f$ and message input $M$ split into $t$ message blocks, the MD-construction can be modeled as follows:

$$
\begin{aligned}
h_{0} & =I V \\
h_{i} & =f\left(h_{i-1}, M_{i}\right), \quad i \leq i \leq t \\
H(M) & =h\left(M_{t}\right)
\end{aligned}
$$

Here, $h_{i-1}$ is called the chaining variable between round $(i-1)$ and round $i$ and $h_{0}$ is called the initializing vector (IV) which is pre-defined and fixed. Since it has been proved that a MD based hash function is collision resistant if the underlying compression function is collision resistant, the majority of currently used hash functions like MD5 (143], SHA-1 74], SHA-2 73] etc. are based on Merkle-Damgård construction.

In addition to the classical security attacks on hash functions, there are few other slightly modified versions of these attacks that are also often considered. In these modified attacks, the $I V$ value is assumed to be freely chosen by the attacker. Some of these attacks are listed below as follows:

1. Pseudo-Preimage Attack: Given a hash function $H$ and one of the hash outputs $h$, the attacker finds a $\left(I V^{\prime}, m\right)$ pair such that, $H\left(I V^{\prime}, m\right)=h$ and $I V^{\prime} \neq I V$.
2. Semi-Free Start Collision Attack: Given a hash function $H$, the attacker finds two pairs $\left(I V^{\prime}, m\right)$ and $\left(I V^{\prime}, m^{\prime}\right)$ such that, $H\left(I V^{\prime}, m\right)=H\left(I V^{\prime}, m^{\prime}\right), m \neq m^{\prime}$ and $I V^{\prime} \neq I V$. In this attack, the initialization vector chosen by the attacker, i.e., $I V^{\prime}$ is same for both the messages.
3. Free Start Collision Attack: Given a hash function $H$, the attacker finds two pairs $\left(I V^{\prime}, m\right)$ and $\left(I V^{\prime \prime}, m^{\prime}\right)$ such that, $H\left(I V^{\prime}, m\right)=H\left(I V^{\prime \prime}, m^{\prime}\right), m \neq m^{\prime}$ and
$I V^{\prime} \neq I V^{\prime \prime} \neq I V$. In this attack, the initialization vector chosen by the attacker is different for both the messages. Such an attack is also called a pseudo-collision attack.

All the six attacks discussed on hash functions above work on compression function as well, with $I V, H$ and $h$ being replaced by $h_{i-1}, f$ and $h_{i}$ respectively. Though these attacks do not reflect any direct weakness in the hash function design, they nonetheless show certificational weaknesses in them giving useful insights on the actual security provided by these hash functions [12]. E.g., if the compression function $f$ of an $n$-bit iterated hash function $H$ does not have brute-force security $\left(2^{n}\right)$ against pseudo-preimage attacks, then preimages for $H$ can be found in fewer than $2^{n}$ operations by adopting a meet-in-the-middle approach [133] as shown in Fig. 2.8.


Figure 2.8: Finding preimage through MITM approach
Let us suppose that a pseudo-preimage $\left(h_{0},\left(m_{1}, m_{2}\right)\right)$ can be found with a complexity of $2^{x}$ (where, $x<n$ ). The attacker computes $2^{(n-x) / 2}$ such pseudo-preimages and stores them in a table. He then computes $2^{(n+x) / 2} f\left(I V, m_{0}\right)$ for random $m_{0}$. With high probability, he'll get a value of $m_{0}$ for which $f\left(I V, m_{0}\right)$ matches with one of the entries stored in the table. That value of $m_{0}\left\|m_{1}\right\| m_{2}$ forms the preimage for hash function $H$. The complexity of this attack is $2^{(n-x) / 2} \times 2^{x}+2^{(n+x) / 2}=2 \cdot 2^{(n+x) / 2}$.

Hash function construction using a block cipher as the underlying compression function is one of the most classical approach of designing iterated hash functions. The motivation behind constructing hash functions from block ciphers is that if an efficient implementation of a block cipher is already available then, a hash function can be easily built using that block cipher with little additional costs. This proves beneficial in settings like resource constrained environments. In the classical single block length (SBL) hash function, the hash output size is equal to the underlying block size. In 141, Preneel et al. studied 64 basic ways to construct a $n$-bit compression function from a $n$-bit block cipher (under a $n$-bit key) and mentioned 12 of them to be secure. These modes are commonly termed as PGV hash modes. Black et al. in [34 formally proved the security of these 12 constructions. The proofs are based on the assumption that the underlying block cipher is ideal. The three most popularly used PGV constructions are Davies-Meyer (DM), Matyas-Meyer-Oseas (MMO) and Miyaguchi-Preneel (MP) modes (as shown in Fig. 2.9).


Figure 2.9: The three popular PGV modes

- Davies-Meyer Mode: DM mode is defined as: $h_{i}=E_{m_{i}}\left(h_{i-1}\right) \oplus h_{i-1}$. In this mode, the message input to the compression function acts as the key input of the underlying block cipher whereas the chaining variable acts as the plaintext input of the underlying block cipher.
- Matyas-Meyer-Oseas Mode: MMO mode is defined as: $h_{i}=E_{h_{i-1}}\left(m_{i}\right) \oplus m_{i}$. In this mode, the chaining variable acts as the key input of the underlying block cipher whereas message input acts as the plaintext input of the underlying block cipher.
- Miyaguchi-Preneel Mode: MP mode is defined as: $h_{i}=E_{h_{i-1}}\left(m_{i}\right) \oplus m_{i} \oplus h_{i-1}$. The construction is same as MMO mode except that in this mode, the chaining variable is also xor'ed with message and the ciphertext to produce the next chaining variable.

Apart from single block length hash functions, another research direction in case of block cipher based hash functions is the design and analysis of double block length (DBL) hash functions. In a double block length hash function, a block cipher with an $n$-bit block is used to compute a hash value of length $l=2 n$. Some of the popular DBL hash functions known are: MDC-2 [44, ABREAST-DM [117], TANDEM-DM [117], Hirose's construction $[84]$ etc. For further details on double block length hash functions one can refer to [139. In this thesis, we focus on single block length (SBL) based hash functions only.

### 2.5.1 Rebound Attack

Rebound Attack is one of the most efficient attack for generating collisions on hash functions constructed from AES-based primitives. The attack was first proposed by Mendel et al. [118] for the analysis of the AES-based hash functions Whirlpool [21] and Grøstl [78]. This attack consists of two main phases, called the inbound phase and the outbound phase as shown in Fig. 2.10.


Figure 2.10: A schematic view of rebound attack.
The block cipher $E$ (or, the compression function) is first divided into three parts $E_{f w} \circ E_{i n} \circ E_{b w}$. The part of the inbound phase is placed in the middle of the cipher and the two parts of the outbound phase are placed next to the inbound part. The main idea is to use high-differential sub-trails and connect these trails in the middle using the available degrees of freedom by choosing the values of the state. The key input to the block cipher is either fixed to a constant and known to the attacker or chosen by her. The rebound attack consists of the following 3 main parts [118]:


Figure 2.11: Rebound Attack on 4-round AES

1. Constructing a truncated differential trail. The attacker first chooses a truncated differential trail which preferably has a small number of active S-boxes and propagates it through the inbound phase. E.g., in case of 4-round AES as shown in Fig. 2.11, the attacker starts with 4 -byte truncated differences at the end of round 1 and round 3 and propagates it forward and backward to the S-box layer of round 3 .
2. Inbound Phase. She then tries to construct solutions (right pairs) for the middle part of the truncated differential trail. For a good trail, she should be able to construct many solutions for the inbound phase with a low average complexity. E.g., in Fig. 2.11, she tries to find solutions for the input-output difference of each of the 16 bytes of the S-box layer in round 3 .
3. Outbound Phase. In this phase, the truncated differential trail is extended both in the forward and backward directions in a probabilistic way. The solutions obtained in the inbound phase are propagated outwards in both the directions and the attacker tries to link the beginning and the end of the trail using the feed-forward operation of the hash function. To ensure that atleast one solution is
obtained, the differential trails in the outbound phase are so chosen such that they have high probability of propagation. E.g., in Fig. 2.11, the inbound truncated differential trail (from round 2 till round 4) $4 \rightarrow 16 \rightarrow 4$ (which has probability 1) ${ }^{4}$ is extended to the outbound phase as $1 \leftarrow 4 \rightarrow 16 \rightarrow 4 \rightarrow 1$ (with probability $2^{-(24+24)}=2^{-48)}$.

Apart from the AES-like primitives, the rebound attacks have been applied to other structures as well. For example, it has been applied to the ARX based hash function Skein 102 and to the 4-bit S-box based design Luffa 101. Differential Enumeration Technique proposed by Dunkelman et al. in [71] also uses concepts similar to the inbound phase of the rebound attack for launching key recovery attacks on AES.
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## Chapter 3

## Improved Biclique Cryptanalysis of AES

In this chapter, we discuss a new variant of meet-in-the-middle attack termed as Bi clique Cryptanalysis. Biclique cryptanalysis was first introduced by Khovratovich et al. in [103] for preimage attack on hash functions Skein [136] and SHA-2 73]. The concept was then carried over by Bogdanov et al. for launching key recovery attacks on AES [39]. Its application to AES garnered considerable interest amongst the cryptographic community, since it was the first attack that challenged the theoretical security of full AES in the single key model. Biclique key recovery is based on the meet-in-themiddle approach at its core but borrows an important twist - initial structures ${ }^{1}$ - from the domain of hash function cryptanalysis. Namely, biclique cryptanalysis uses the fact that, for some ciphers such as AES, the adversary can efficiently prepare structures of internal states that cover many keys. The work [39] scrutinized the notion of initial structures for block ciphers, formalized it to bicliques (complete bipartite graphs) which are efficient to construct and proposed key recovery attacks with computational complexities below brute force for all three variants of the full AES. This attack may be considered as an advancement in the field of symmetric-key cryptography but it has been prepared by a considerable number of works in the area of meet-in-the-middle (MITM) attacks on block ciphers $[41,43,51,70,89$ and hash function cryptanalysis $17,18,80$. Since the introduction of bicliques, an entire line of research emerged aiming to apply the technique to various block ciphers $[4,5,52,53,86,90,100,129,174]$. In this chapter, we discuss biclique attack on block ciphers in detail and present new improved results on AES.

This chapter is organized as follows: In Section 3.1, we introduce biclique attack on block ciphers giving an high level overview of how bicliques are constructed. In Section 3.2, we describe how this attack works in general. Section 3.3, describes AES in detail and discusses the existing biclique attacks on it in literature. This is fol-

[^5]lowed by Section 3.4, where we present the biclique key recovery attacks existing on other block ciphers. We then move on to Section 3.5, where we discuss the problems existing with the current biclique attack on AES. In Section 3.6, we introduce the concept of stars followed by Section 3.7, where we utilize star based bicliques to launch key recovery attacks with lowest possible data complexity on all three AES variants. We, next discuss the automated search technique deployed by us to find star based bicliques as well as other promising class of biclique attacks in Section 3.8. Section 3.9 demonstrates biclique attacks that have optimal time complexities for all the three AES variants whereas Section 3.10 demonstrates biclique attacks that have the fastest time complexities for all the three AES variants. In the concluding section, we summarize the whole chapter. The original contribution of this thesis is from Section 3.5 to Section 3.10.

### 3.1 Framework of Biclique Key Recovery Attack

In biclique attack, the aim of the attacker is to construct a biclique structure (a complete bipartite graph) over some rounds. Meet-in-the-middle procedure is performed on the rest of the rounds. A biclique connects $2^{d}$ pairs of intermediate states with $2^{2 d}$ keys for some value $d$. The main source of computational advantage in the key recovery attack comes from the fact that by constructing a biclique on $2^{d}$ vertices, one can cover $2^{2 d}$ keys in time $2^{d}$ rather than $2^{2 d}$. Here, $d$ is called the dimension of the biclique. This dimension is related to the cardinality of the biclique elements, a higher cardinality implies a higher advantage over brute force. A biclique is characterized by its length (number of rounds covered) and dimension $d$.

### 3.1.1 What is a biclique structure on block ciphers ?

Let $f$ be a subcipher that maps an internal state $S$ to a ciphertext $C$ under the key $K$, i.e., $f_{K}(S)=C$. Suppose $f$ connects $2^{d}$ intermediate states $\left\{S_{j}\right\}$ (for, $0 \leq j \leq 2^{d}-1$ ) to $2^{d}$ ciphertexts $\left\{C_{i}\right\}$ (for, $0 \leq i \leq 2^{d}-1$ ) with $2^{2 d}$ keys $\{K[i, j]\}$ where,

$$
\{K[i, j]\}=\left[\begin{array}{ccc}
K[0,0] & \cdots & K\left[0,2^{d}-1\right] \\
\vdots & \vdots & \vdots \\
K\left[2^{d}-1,0\right] & \cdots & K\left[2^{d}-1,2^{d}-1\right]
\end{array}\right]
$$

The 3-tuple of sets $\left[\left\{S_{j}\right\},\left\{C_{i}\right\},\{K[i, j]\}\right]$ is called a $d$-dimensional biclique (as shown in Fig. 3.1), if,

$$
\forall i, j \in\left\{0, \ldots, 2^{d}-1\right\}: C_{i}=f_{K[i, j]}\left(S_{j}\right) .
$$



Figure 3.1: d-dimensional biclique.
i.e., in a biclique, the key $K[i, j]$ maps the internal state $S_{j}$ to the ciphertext $C_{i}$ and vice versa.

### 3.1.2 Construction of biclique

To construct a biclique, firstly, the whole key space is partitioned into $2^{k-2 d}$ groups of $2^{2 d}$ keys each, where size of secret key $K$ is $k$ bits. Each key in a group can be represented relative to the base key of the group i.e., $K[0,0]$ and two key differences $\Delta_{i}^{k}$ and $\nabla_{j}^{k}$ such that:

$$
K[i, j]=K[0,0] \oplus \Delta_{i}^{k} \oplus \nabla_{j}^{k}
$$

For each group, let the intermediate state $S_{0}$ be transformed to the ciphertext $C_{0}$ under the key $K[0,0]$ :

$$
\begin{equation*}
S_{0} \xrightarrow[f]{K[0,0]} C_{0} \tag{3.1}
\end{equation*}
$$

This computation is called the base computation. Then, $2^{d} \Delta_{i}$ differentials in the forward direction are constructed from $S_{0}$ as follows:

$$
\begin{equation*}
S_{0} \xrightarrow[f]{K[0,0] \oplus \Delta_{i}^{k}} C_{i} \quad \text { or, } \quad 0 \xrightarrow[f]{\Delta_{i}^{k}} \Delta_{i} \tag{3.2}
\end{equation*}
$$

Similarly, $2^{d}$ backward differentials $\nabla_{j}$ from $C_{0}$ are constructed as follows:

$$
\begin{equation*}
S_{j} \stackrel{K[0,0] \oplus \nabla_{j}^{k}}{f^{-1}} C_{0} \quad \text { or, } \quad \nabla_{j} \underset{f^{-1}}{\stackrel{\nabla_{j}^{k}}{2}} 0 \tag{3.3}
\end{equation*}
$$

If the above two differentials are independent, i.e., they do not share any active nonlinear components for all $i$ and $j$, then the following relation is satisfied:

$$
\begin{equation*}
S_{0} \oplus \nabla_{j} \xrightarrow[f]{K[0,0] \oplus \Delta_{i}^{k} \oplus \nabla_{j}^{k}} C_{0} \oplus \Delta_{i} \quad \text { or }, \quad \nabla_{j} \xrightarrow[f]{\Delta_{i}^{k} \oplus \nabla_{j}^{k}} \Delta_{i} \quad \forall i, j \in\left\{0, \ldots, 2^{d}-1\right\} \tag{3.4}
\end{equation*}
$$

Finally, Eq. 3.4 can be written as:

$$
\begin{equation*}
S_{j} \xrightarrow[f]{K[i, j]} C_{i} \tag{3.5}
\end{equation*}
$$

where,

$$
\begin{aligned}
S_{j} & =S_{0} \oplus \nabla_{j} \\
C_{i} & =C_{0} \oplus \Delta_{i} \\
K[i, j] & =K[0,0] \oplus \Delta_{i}^{k} \oplus \nabla_{j}^{k}
\end{aligned}
$$

### 3.1.2.1 Relation between Biclique Construction and Boomerang Attack

The proof for Eq. 3.4 comes from the theory of boomerang attacks as follows: Consider the boomerang distinguisher constructed in Fig. 3.2. Here, the quartet states $(u, v, x$, $w$ ) can be represented as ( $u, u \oplus \phi, u \oplus \beta, u \oplus \phi \oplus \beta$ ) respectively as shown in Fig. 3.3


Figure 3.2: A boomerang distinguisher.


Figure 3.3: Boomerang Quartet.

The steps of biclique construction (from eqs. (3.1) to (3.5)) can be illustrated as shown in Fig. 3.4.


Figure 3.4: Formation of boomerang rectangle while constructing a biclique

The probability that $X=S_{j}$ is 1 (in Fig. $3.4(\mathrm{~d})$, only if both the $\Delta_{i}$ trail $\left(0 \rightarrow \Delta_{i}\right)$ and $\nabla_{j}$ trail $\left(0 \rightarrow \nabla_{j}\right)$ do not share any active non-linear component. This is because, if both the trails are independent, then a boomerang quartet (similar to Fig. 3.3) is formed at every step (as shown in Fig. 3.5) with probability 1.

Otherwise, if both the trails share some non-linear component (say S-box), then a boomerang quartet may or may not form. For example, as shown in Fig. 3.6, for a given S-box, say SB:

$$
S B(s) \oplus S B(s \oplus c 7) \oplus S B(s \oplus 02)=S B(s \oplus s \oplus c 7 \oplus s \oplus 02)
$$

the above equation will be satisfied only for some value of $s$. Depending upon, whether this value of $s$ is obtained during the attack determines whether the boomerang quartet is formed at S-box operation step. Therefore, probability of boomerang quartet
formation at this step is not 1 . Hence, independence of $\Delta_{i}$ and $\nabla_{j}$ trails is needed to ensure that a boomerang based on these trails always returns from the ciphertext with probability 1 .


Figure 3.5: Formation of boomerang rectangle at every step of the construction of a biclique

The constraint on the two trails being independent limits the length of the biclique. The longer the trails, the higher are their chances of being dependent.

Complexity of biclique construction. Let the total rounds in block cipher $E_{K}(\cdot)$ be $r$. Let the number of rounds covered in the biclique phase be $x$. For each key group in the biclique phase, since $\Delta_{i} \neq \nabla_{j}$ and $\Delta_{i}$ trails are independent of $\nabla_{j}$ trails, the construction of biclique is simply reduced to computation of $\Delta_{i}$ and $\nabla_{j}$ trails independently which requires no more than $2.2^{d}$ computations of $f$, i.e.,

Complexity of biclique phase $=2^{d} \times \frac{x}{r}+2^{d} \times \frac{x}{r}=2^{d+1}\left(\frac{x}{r}\right) \ll 2^{2 d}\left(\frac{x}{r}\right)$.


Figure 3.6: Boomerang rectangle may not form at the S-box (non-linear) operation with probability 1

### 3.2 Steps of the Biclique Attack

Let the block cipher $E_{K}(\cdot)$ be defined as a composition of two subciphers: $E_{K}(\cdot)=$ $f \circ g$.

1. For each group of keys, the attacker first builds a biclique structure of $2^{d}$ ciphertexts $C_{i}$ which map to $2^{d}$ intermediate states $S_{j}$ with respect to the $2^{2 d}$ keys over the subcipher $f$.
2. She then obtains plaintexts $P_{i}$ from ciphertexts $C_{i}$ through the decryption oracle.
3. She then chooses an intermediate state $v$ in the subcipher $g$ such that computation of $v$ in one direction is independent of $\Delta_{i}$ trail and is independent of $\nabla_{j}$ trail in the other direction.
4. She then checks if a key in a group satisfies the following relation (as illustrated in Fig. 3.7):

$$
\begin{equation*}
P_{i} \xrightarrow[r]{\stackrel{K[i,]}{\longrightarrow}} \vec{v}=\overleftarrow{v} \underset{t^{-1}}{\stackrel{K[\cdot, j]}{\rightleftarrows}} S_{j} \tag{3.6}
\end{equation*}
$$

where, $g=r \circ t$
5. If a key in a group satisfies Eq. (3.6), then the attacker proposes the key as a candidate key. If a right key is not found in the current group, then another group is chosen and the whole process is repeated.

We now move on to discussing the existing biclique based key recovery attacks on AES and other block ciphers.


Figure 3.7: Biclique attack in a nutshell

### 3.3 Biclique Attacks on AES

We first start with a brief description of AES to help understand the subsequent sections. For full information on AES, one can refer to [57]

### 3.3.1 Description of AES

The block cipher Rijndael was designed by Joan Daemen and Vincent Rijmen and standardized by NIST in 2000 as the Advanced Encryption Standard (AES) [137]. AES adopts the classical substitution-permutation network structure and defines 3 key sizes: 128 -bit, 192 -bit and 256 -bit with the block size limited to a fixed 128 -bit size for all the three alternatives. By design, AES is byte-oriented and follows operations in $\mathrm{GF}\left(2^{8}\right)$. Each AES variant has different number of rounds per full encryption, i.e., 10 , 12 and 14 rounds for AES-128, AES-192 and AES-256 respectively. AES operates on a state array of $4 \times 4$ byte matrix and a key array of $4 \times 4,4 \times 6$ and $4 \times 8$ byte size respectively. Each round consists of 4 steps: SubBytes, ShiftRows, MixColumns and AddRoundKey. In SubBytes (SB), which is the only non linear layer, each byte in a state is replaced by another byte from an invertible AES S-box. In ShiftRows (SR), the bytes of row $m$ are rotated to the left by $m$ positions with $m \in\{0,1,2,3\}$. In MixColumns (MC), which is a linear diffusion layer and works columnwise, the state array obtained after ShiftRows is multiplied (in $\mathrm{GF}\left(2^{8}\right)$ ) to a fixed and invertible 4 x 4 MDS matrix as shown below.

$$
\left(\begin{array}{llll}
2 & 3 & 1 & 1 \\
1 & 2 & 3 & 1 \\
1 & 1 & 2 & 3 \\
3 & 1 & 1 & 2
\end{array}\right)
$$

The most important property of the MixColumns transformation is its branch num-
ber. Branch number of any linear transformation is defined as the minimum number of non-zero active bytes (in any differential trail) at the input and output differences of the transformation. For AES MixColumns operation, the branch number is 5. This implies that if a state is applied to MixColumns operation with a single active byte, then the output state will have atleast 4 active bytes. At last, the final state transformation is xor'ed with the 16 byte subkey (AK). Each round follows the same steps as listed above except the last round where MixColumns operation is not performed. A pre-whitening key is also added prior to the first round.

The round subkeys in each round are generated through a key schedule algorithm. The key schedule of AES recursively generates a new 128-bit round key $K_{i}$ from the previous round key. In case of AES-128, the pre-whitening key $K_{0}$ is the 128-bit master key of AES-128. The key schedule algorithm of AES-128 takes as input a 4 -word ${ }^{2}$ master key and expands it to a linear array of 44 words. It works as follows:

1. The secret key is first copied into the first four words of the expanded key. The rest of the expanded key is filled four words at a time.
2. Each word $w[i]$ (where, $4 \leq i \leq 43$ ) depends on the immediately preceding word, $w[i-1]$ and the word four positions back, $w[i-4]$.
3. For a word whose position in the array is a multiple of 4 , a complex function $t$ (as shown in Fig. (7.4) is used. The function $t$ consists of the following sub-functions:

- A one-byte circular left shift on a word.
- This is followed by byte substitution on each byte of the input word using the AES S-box.
- The result of above two steps is then xor'ed with a round constant.

4. In rest of the words, a simple XOR is used.

Fig. 7.4 shows the generation of first eight words of the expanded key. The key schedule algorithm of AES-192 and AES-256 also works similarly. For further information on AES, one can refer [57].

For describing the biclique attack on AES, we follow the following notations as adopted in [39]. Briefly, in a differential trail, the state in the $r^{t h}$ round is denoted by $S_{r}$. $S_{r}^{S B}, S_{r}^{S R}, S_{r}^{M C}$ and $S_{r}^{A K}$ represent the state $S_{r}$ after SB, SR, MC and AK operations respectively. In a differential trail, \# 1, \#2 represent the state before SubBytes and after MixColumns for Round $1, \# 3, \# 4$ represent the state before SubBytes and after MixColumns for Round 2 and so on. The 128-bit subkeys are denoted as $\$ 0, \$ 1, \$ 2 \ldots$. and so on. Bytes are addressed column-wise (0-3\#first column), (4-7\#second column), ( $8-11 \#$ third column) and (12-15\#fourth column). The $i^{\text {th }}$ byte in state $S$ is represented as $S_{i}$. The $i^{\text {th }}$ byte in subkey $\$ \mathrm{~K}$ is represented as $\$ K_{i}$.
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Figure 3.8: AES-128 Key Expansion

### 3.3.2 Precomputation Technique for the Matching Part of Meet-in-the-Middle Attack

In Section 3.2, it was mentioned that the attacker would try to find an intermediate state which involves independent computation of chunks in either direction. However, non-linear key schedule of AES prevents finding such intermediate states with the desired property. Therefore, the attacker is forced to do brute-force search over rest of the rounds (not covered by biclique) for finding the correct key, i.e.,

$$
P_{i} \xrightarrow[r]{K[i, j]} \vec{v}=\overleftarrow{v} \underset{t^{-1}}{\stackrel{K[i, j]}{ }} S_{j},
$$

However, Bogdanov et al. in [39] suggested matching with precomputations to reduce the brute-force complexity in MITM stage. In this approach, the attacker first precomputes and stores in memory $2^{d+1}$ full computations upto the matching state $v$ :

$$
\forall i, P_{i} \xrightarrow{K[i, 0]} \vec{v} \quad \text { and } \quad \forall j, \overleftarrow{v} \stackrel{K[0, j]}{\rightleftarrows} S_{j}
$$

Since in a group $K[i, 0]$ and $K[i, j]$ values only change at parts affected by $\Delta_{i}^{k}$ (similar property is true for $K[0, j]$ and $K[i, j]$ ), for any particular $i$ and $j$, the adversary checks the matching at $v$ by recomputing only those parts of the cipher which differ from the stored ones. The amount of recomputation depends on the diffusion properties of both the internal rounds and the key schedule of the cipher. The recomputations are estimated in terms of S-box calculations. The complexity of biclique attack in case of AES is estimated as:

$$
C_{\text {full }}=2^{k-2 d}(\underbrace{C_{\text {biclique }}+C_{\text {precomp }}+C_{\text {recomp }}+C_{\text {falsepos }}}_{\text {Time-Complexity }})
$$

where,

- $2^{k-2 d}$ denote total key groups.
- $C_{b i c l i q u e ~}$ is the complexity of constructing a biclique.
- $C_{\text {precomp }}$ is the complexity of calculating $v$ for $2^{d+1}$ times.
- $C_{\text {recomp }}$ is the complexity of recomputing $v$ for $2^{2 d}$ times.
- $C_{\text {falsepos }}$ is the complexity to eliminate false positives.

As mentioned in [39], the full key recovery complexity is dominated by $2^{k-2 d} \times C_{\text {recomp }}$.

Previous Biclique Attacks on AES-128. Equipped with this technique, the biclique key recovery attack on AES-128 in [39] succeeded with a time complexity of $2^{126.1}$. An example of biclique constructed on AES-128 in [39] along with recomputations is shown in Fig. 3.9. Round 8 subkey (denoted as $\$ 8$ ) is taken as the base key here with $\Delta_{i}^{k}=\left(\begin{array}{lll}0 & 0 & 0\end{array} 0000|i 000| i 000\right), \nabla_{j}^{k}=(0 j 00|0000| 0 j 00 \mid 0$ $000)$ and $\left(0 \leq i, j \leq 2^{8}\right)^{3}$. Thus, a biclique of dimension, $d=8$ is constructed with $2^{128-16}=2^{112}$ key groups where, total keys in one key group $=2^{16}$.

As can be seen in Fig. 3.9(a), $\Delta_{i}$ and $\nabla_{j}$ trails are independent and do not share any active non-linear component (i.e., S-boxes with non-zero difference) between them. Thus, a biclique over last 2.5 rounds is formed. Figs. 3.9(b) and 3.9(c) show the recomputations performed in the backward and forward direction respectively. The $12^{\text {th }}$ byte of $\# 5$ intermediate state is taken as the matching variable $v$ here. Let us look at how the forward computation $P_{i} \xrightarrow{K[i, j]} \vec{v}$ differs from the stored one $P_{i} \xrightarrow{K[i, 0]} \vec{v}$. It can be seen that the difference between the above two computations is determined by the influence of the difference between the keys $K[i, j]$ and $K[i, 0]$, when applied to the plaintext $P_{i}$. Due to difference inducted in the base key $\$ 8$, the pre-whitening subkeys of $K[i, j]$ and $K[i, 0]$ differ only in 9 bytes. Due to this difference, a total of $9+4=$ 13 S-boxes need to be recomputed in the forward direction. For similar reasons, the number of S-box recomputations in the backward direction involve $4+16+16+4+$ $1=41$ S-Boxes computations. Thus, a total of 54 S-box recomputations are required. One full AES-128 requires 200 S-boxes computations ${ }^{4}$. As each group has $2^{16}$ keys, therefore, for each group, $C_{\text {recomp }}=2^{16} \times \frac{54}{200}=2^{14.14}$. Since we match on 1 byte, i.e., 8 -bits in $v$, we have $2^{8}$ false positives on an average. The cost of biclique construction is calculated as $C_{\text {biclique }}=2^{9} \times \frac{2.5}{10}=2^{7}$ and $C_{\text {precomp }}=2^{9} \times \frac{7.5}{10}=2^{8.58}$. Hence, total time complexity of this attack is:

$$
C_{f u l l}=2^{112} \times\left(2^{7}+2^{8.58}+2^{14.14}+2^{8}\right) \approx 2^{126.1}
$$
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Figure 3.9: Biclique attack on AES-128 with time $2^{126.16}$ 39].

In all $2^{112}$ groups, as shown in Fig. 3.9(a), $C_{i}$ 's differ only in 12 bytes. Out of these 12 bytes, 2 bytes - $C_{10}$ and $C_{14}$ are always equal. Hence effectively $C_{i}$ 's differ
only in 11 bytes. As a result, the data complexity of the attack does not exceed $2^{88}$ ciphertexts. The memory complexity of the attack is estimated by the storage of $2^{8}$ full computations of $g$ which in this case is $2^{8} \times 7 \times 16$ bytes $\approx 2^{15}$ bytes.

The biclique attack demonstrated in [39] on AES-128 had a data complexity of $2^{88}$ which is very high. Bogdanov et al. in [38] constructed a new biclique on AES-128 which had a significantly lower data complexity of $2^{4}$. However, in this case the dimension of the biclique was reduced to $d=2$ (as compared to $d=8$ in 39) leading to an increase in the time complexity of $2^{126.89}$. In [5], Abed et al. presented an automated framework Janus which searched bicliques programmatically. Their tool accepted userchosen set of parameters, e.g., number of rounds covered by biclique, dimension of the biclique, strategy to generate key differences etc. and provided the best biclique structure with minimum time complexity to the user along with a pictorial rendering of the same. They applied their tool to find bicliques for block ciphers such as AES, ARIA and BKSQ. Their work also highlighted an error in computational complexity reported for AES-192 in $[39]\left(2^{189.74}\right)$ which was then corrected to $2^{190.16}$. They also showed biclique attacks on AES-128 and AES-192 with reduced data complexity as compared to original attack in [39]. These values are reported in Table 3.1.

In [48, a new technique known as Sieve-in-the-middle(SIM) was proposed by Canteau et al. This technique differs from the traditional meet-in-the-middle process in the sense that it searches for the existence of valid transitions through some middle S-box instead of matching at some intermediate state. Canteaut et al. [48] presented analysis of sieve-in-the-middle process on many block ciphers including AES-128 and showed that for AES-128 there is a decrease in the total time complexity from $2^{126.1}$ to $2^{125.69}$ when applied with biclique attack. The application of this technique essentially involves choosing a set of intermediate states which will form a super S-box. A super S-box is a term used to represent two rounds of AES that have only one non-linear layer in between them. Formally, a two round AES can be written as:

$$
S B \rightarrow S R \rightarrow M C \rightarrow A K \rightarrow S B \rightarrow S R \rightarrow M C \rightarrow A K
$$

or,

$$
S R \rightarrow \underbrace{S B \rightarrow M C \rightarrow A K \rightarrow S B}_{\text {Super } S-\text { box }} \rightarrow S R \rightarrow M C \rightarrow A K \square^{5}
$$

where Super S-box $=S B \rightarrow M C \rightarrow A K \rightarrow S B$. A look-up table for that super S-box (say $S S$ ), is then constructed where all its possible input-output transitions (i.e., $x, y$ where $y=\mathrm{SS}(x))$ are precomputed and stored. For each $(K[i, 0], K[0, j])$ pair, where $K[i, 0]$ forms the key for the chunk in the forward direction and $K[0, j]$ forms the key for the chunk in the backward direction, the input state $x$ is calculated by the forward computation and the output state $y$ is computed by the backward computation. It

[^8]is then checked through table lookup if a valid transition from $x \mapsto y$ exists. If not, then the corresponding key pair is discarded and another ( $K[i, 0], K[0, j]$ ) pair is picked up for testing. The process iterates until a valid key pair is obtained. This saves the recomputation of S-boxes involved in the super S-box each time leading to a slight decrease in the overall cost complexity. ${ }^{6}$

We illustrate the application of this process on AES-128. Let us consider the backward recomputations of AES-128 (as shown in Fig. 3.10) discussed in [39].


Figure 3.10: Backward Recomputations in AES-128 in [39]

In this case, let us further consider states \#11 to \#14 (as shown in Fig. 3.11). The states enclosed in the rectangle form the super S-box (of size $32 \times 32$ ). It can be seen in Fig. 3.11 that the super S-box is key dependent i.e., each 32-bit output of the super S-box depends on 32-bit input and 32-bit key. Hence for each guess of the $2^{32}$ values of key bits, a lookup table having $2^{32}$ entries is constructed where all 32-bit input-output transitions: $x \mapsto y$ are precomputed and stored.


Figure 3.11: Super S-box.
In the recomputation stage of biclique attack, S-boxes till the state just before \#5 are recomputed in the forward computation. In the backward computation, S-boxes till

[^9]state \#8 are recomputed. Then, for each biclique group we will choose the table corresponding to the 32-bits of the base key involved in the Super S-box for that biclique. Through lookup table it is then checked if a valid transition from $\# 5_{12} \mapsto \# 7_{12,13,14,15}$ exists. If such a transition exists, the corresponding ( $K[i, 0], K[0, j]$ ) key pair forms a valid candidate. Through this process, 5 S-boxes, (i.e., $\# 5_{12}, \# 7_{12}, \# 7_{13}, \# 7_{14}, \# 7_{15}$ ) need not be recomputed each time. Hence, instead of 54 S-boxes (calculated in [39]), only 49 S-boxes need to be recomputed in all. This translates to a computational complexity of $2^{125.98}$ instead of $2^{126.1}$. 7 The same procedure can be applied to all other bicliques of AES-128, AES-192 and AES-256 but in [48], it was only shown on AES128. It was also pointed out in [48] that this attack is faster only in those platforms where lookup in a table of size $2^{32}$ is faster than five S-box evaluations.

Table 3.1 summarizes all the existing biclique attacks on AES-128 and its other variants.

Table 3.1: Key recovery with bicliques for full AES. The terms CC and CP denote chosen ciphertext and chosen plaintext respectively.

| Algorithm | Rounds | Data <br> Complexity | Time <br> Complexity | Biclique length <br> (rounds) | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AES-128 | 10 | $2^{88} \mathrm{CC}$ | $2^{125.69 \dagger}$ | 2.5 | 48 |
|  | 10 | $2^{88} \mathrm{CC}$ | $2^{126.16}$ | 2.5 | 39 |
|  | 10 | $2^{72} \mathrm{CC}$ | $2^{126.72}$ | 2.5 | 5 |
|  | 10 | $2^{4} \mathrm{CP}$ | $2^{126.89}$ | 2.5 | 38 |
| AES-192 | 12 | $2^{80} \mathrm{CC}$ | $2^{190.16}$ | 3.5 | 39 |
|  | 12 | $2^{48} \mathrm{CC}$ | $2^{190.28}$ | 3.5 | 5 |
| AES-256 | 14 | $2^{40} \mathrm{CC}$ | $2^{254.42}$ | 3.5 | 39 |
|  | 14 | $2^{64} \mathrm{CC}$ | $2^{254.53}$ | 3.5 | 5 |

${ }^{\dagger}$ Our analysis estimates the cost as $2^{125.98}$.

### 3.4 Biclique attack on other block ciphers

Soon after the introduction of bicliques on AES, an entire line of research emerged aiming to apply the technique to various other block ciphers for recovering the key. In Table 3.2, we summarize all the biclique attack results existing on these other block

[^10]ciphers as well as on AES-192 and AES-256.

| Algorithm | Rounds (full) | Data Complexity | Time Complexity | Biclique length (rounds) | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PRESENT-80 | 31 | $2^{25}$ | $2^{79.49}$ | 3 | 4] |
|  | 31 | $2^{23}$ | $2^{79.76}$ | 3 | 92 |
| PRESENT-128 | 31 | $2^{23}$ | $2^{127.32}$ | 4 | 4] |
|  | 31 | $2^{19}$ | $2^{127.81}$ | 4 | 92 |
| LED-64 | 32 | $2^{8}$ | $2^{63.58}$ | 4 | 4] |
| LED-128 | 48 | $2^{8}$ | $2^{127.42}$ | 8 | 4 |
|  | 48 | $2^{64}$ | $2^{127.37}$ | 8 | 92 |
| KLEIN-64 | 12 | $2^{39}$ | $2^{62.81}$ | 3 | 9] |
| KLEIN-80 | 16 | $2^{48}$ | $2^{79}$ | 3 | 4 |
| KLEIN-96 | 20 | $2^{32}$ | $2^{95.18}$ | 3 | 4 |
| PICCOLO-80 | 25 | $2^{24}$ | $2^{79.1}$ | 6 | 92 |
| PICCOLO-128 | 31 | $2^{24}$ | $2^{127.35}$ | 7 | 92 |
| ARIA-256 | 16 | $2^{80}$ | $2^{255.2}$ | 2 | 52 |
| BKSQ-96 | 10 | $2^{80}$ | $2^{94.47}$ | 3 | 5 |
| BKSQ-144 | 14 | $2^{96}$ | $2^{142.63}$ | 4 | 5 |
| BKSQ-192 | 18 | $2^{96}$ | $2^{190.78}$ | 5 | 5 |
| TWINE-80 | 36 | $2^{60}$ | $2^{79.1}$ | 8 | 53 |
| TWINE-128 | 36 | $2^{60}$ | $2^{126.82}$ | 11 | 53 |
| IDEA | 8 | $2^{52}$ | $2^{126.2}$ | 1.5 | 100 |
| HIGHT | 32 | $2^{48}$ | $2^{126.4}$ | 8 | 86 |
| Square | 8 | $2^{48}$ | $2^{126}$ | 3 | 129 |
| Prince | 10 | $2^{40}$ | $2^{62.72}$ | 1 | 6] |

Table 3.2: Biclique attack on other block ciphers.

Bogdanov et al. in [39] reasoned that biclique attack on AES works because AES was not designed to be strongly resistant against attacks which work on smaller number of rounds - a fact which is true for other ciphers as well and this limitation was exploited by them to construct bicliques. It was also supported by the fact that difference diffusion in the key schedule was slow and diffusion rate decreased as key size increased, e.g., a 5 -round biclique could be constructed in case of AES-256 as compared to a 3-round biclique in AES-128. These factors allowed biclique technique to recover the key with a complexity lesser than brute force.

Narrow Bicliques. In all the block ciphers mentioned in 3.2, biclique key recovery attack was applied exactly as discussed for AES except in the case of IDEA block cipher. For IDEA, Khovratovich et al. in [100] proposed a variation of biclique attack technique and termed it as narrow biclique cryptanalysis. They argued that IDEA was designed to achieve full diffusion in a single round. This posed a challenge as only one round biclique could be constructed and it led to data complexity being full codebook. The authors in [100] suggested constructing bicliques with independent differential ( $\Delta_{i}$ and $\nabla_{j}$ ) trails that occur with probability less than 1 to mitigate full diffusion.

With these probabilistic differentials, an attacker can enforce certain plaintext/ ciphertext bits to be always zero thus reducing the data complexity (as shown in Figs. 3.12(a), 3.12(b)). The attacker is thus restricting the diffusion of differential trail as per her requirements and hence the term - narrow biclique. She is successful in recovering the key by utilizing available degree of freedom in other parts of the cipher that balance out the probabilistic nature of the biclique so constructed.

(a) Full diffusion in 1-Round IDEA.

(b) Limited diffusion in 1-Round IDEA.

Figure 3.12: Biclique Attack on block cipher IDEA. Due to difference injected in key bits 96-111, all the plaintext bits are affected as shown in (a). In (b), the attacker is interested only in those differentials for which plaintext bits marked as ' 0 ' are not affected.

### 3.5 Improved biclique based key recovery attacks on AES

In the earlier sections, we saw successful application of biclique attacks to AES and many other prominent block ciphers. However, the original work on AES in [39] introducing biclique key recovery leaves several questions unanswered though, which are crucial to judge the real-world security of AES and implications of the biclique cryptanalysis in general:

- Is there much potential in minimizing the data complexity of the biclique attacks? In fact, it is low data complexity attacks that are most relevant in practice, especially in the context of efficient implementation of the attacks - the point clearly made in [38]. Actually, the data complexity of the original biclique attack makes any practical implementation of them highly unreasonable since the standard brute force is very likely to be both cheaper and faster in reality (mainly due to the high requirements in terms of storage or oracle access).
- Though the new technique has been coined after bicliques, the initial structures are explicitly limited to balanced bicliques only, i.e., complete bipartite graphs in which the two set of vertices have exactly the same cardinality. So the question remains: Can one take any advantage of using other types of bicliques as initial structures in AES?
- Finally, no comprehensive investigation of attack optimality in terms of computational complexity, data complexity or both has been performed. So it is still not clear if there are faster biclique attacks, even in the same class of the attacks as proposed in [39].

We aim to bridge these gaps and answer all the three questions in positive for all the variants of AES namely: AES-128, AES-192 and AES-256.

### 3.5.1 Our Contribution

1. As regards to more general initial structures, we drop the balancedness requirement for bicliques. We propose to use stars, which are the most unbalanced bicliques, having only one vertex in one of the two disjoint sets of biclique vertices. This allows us to come up with a star-based biclique key recovery technique for block ciphers that inherently has the minimal theoretically attainable data complexity - the one due to the unicity distance.
2. In terms of the attack space exploration for biclique cryptanalysis, we limit ourselves to the most promising class of attacks as applied to AES: Namely, we enumerate all truncated independent balanced bicliques and stars whose key modification trails have upto three active bytes in some state of the expanded key. For the sake of conciseness, we will refer to this class of attacks as based on tight truncated independent bicliques and stars (see Section 3.8). Clearly, this exploration does not cover many advanced and inherently harder-to-analyze attack vectors such as long-bicliques (bicliques of a lower dimension whose key modification differentials share active S-boxes) or narrow bicliques [116]. That is why, one cannot claim any formal bounds on the complexity of biclique attack complexity in general.

Nonetheless, it is the tight truncated independent-biclique approach to key recovery that has resulted in the fastest attack on the full AES-128, AES-192 and

AES-256 so far and we believe that this investigation does provide important new insight into the limits of the current techniques of biclique cryptanalysis especially when applied to AES.
3. Using stars as initial structures, we propose the first key recovery attack faster than brute force on AES-128, AES-192 and AES-256 with the minimal theoretically possible data complexity. AES-128 requires 1 or 2 known plaintexts and has computational complexity $2^{126.67}$. Similar results are found for AES-192 ( $2^{190.9}$ ) and AES-256 ( $\left.2^{255}\right)$.
4. Next, we exhaustively enumerate all attacks based on tight truncated independent bicliques and stars for all AES variants which have a data complexity lower than the full codebook. It turns out that for AES-128, the ones of computational complexity $2^{126.16}$ are fastest. Interestingly, this exactly corresponds to the original key recovery on AES-128 [39]. We further investigate the data complexity of these attacks for the bicliques of dimension $d=8$ and show that the minimum data complexity is $2^{64}$ (cf. $2^{88}$ in the original attack). This implies that the original attack did not have the optimal data complexity. We find similar results for AES-192. The fastest attacks have a computational complexity of $2^{190.16}$. However, amongst these, the one having $2^{48}$ (cf. $2^{80}$ in the original attack) data complexity has the lowest data requirements.
5. Interestingly, for AES-256 we find that the fastest attacks having a data complexity lower than full codebook have a computational complexity of $2^{254.31}$. This turns out to be lower than $2^{254.42}$ reported in the original attack in [39], implying again that the original attack did not mention the minimal values. We also find some discrepancies in the complexity estimate of AES-256 in [39]. We show that the time complexity of the attack should be $2^{254.52}$ as against $2^{254.42}$ stated in 39.
6. To investigate the limits of this class of biclique cryptanalysis, we abandon all restrictions on the data complexity and search for the fastest attacks on AES in this class. We find that the ones with computational complexity of $2^{125.56}, 2^{189.51}$ and $2^{253.87}$ for AES-128, AES-192 and AES-256 respectively are the fastest (though requiring the full code book). An interesting outcome of these constructions is that they utilize the longest biclique covered in the full AES attack so far. For AES-128, the longest biclique has length of 3 rounds whereas for AES-192 and AES-256 the longest bicliques cover 5 rounds each.

Using sieve-in-the-middle technique (discussed in Section 3.3.2), the above computational complexities can be reduced further. The cryptanalytic results of our work combined with and without sieve-in-the-middle (SIM) technique are summarized in Table 3.3.

Table 3.3: Key recovery with bicliques for full AES

| Algorithm | data | computations without SIM | memory | computations with SIM | memory | success prob | biclique length (rounds) | property <br> shown | reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| AES-128 | $2^{88} \mathrm{CC}$ | $2^{126.16}$ | $2^{8}$ | - | - | 1 | 2.5 | - | $39]$ |
|  | $2^{4} \mathrm{CP}$ | $2^{126.89}$ | $2^{8}$ | - | - | 1 | 2 | - | $38]$ |
|  | $2^{88} \mathrm{CC}$ | - | - | $2^{125.69 \dagger}$ | $2^{64}$ | 1 | 2.5 | - | $48]$ |
| AES-128 | Unic. dist: $2 \mathrm{KP}$ | $2^{126.67}$ | $2^{8}$ | $2^{126.59}$ | $2^{64}$ | 1 | 1 | fastest with minimum data | §3.7.1 |
|  | $2^{64} \mathrm{CC}$ | $2^{126.16}$ | $2^{8}$ | $2^{125.98}$ | $2^{64}$ | 1 | 2.5 | fastest with $<2^{128}$ data | §3.9.1 |
|  | $2^{128}$ | $2^{125.56}$ | $2^{8}$ | $2^{125.35}$ | $2^{64}$ | 1 | 3 | fastest | $\S 3.10 .1$ |
| AES-192 | $2^{80} \mathrm{CC}$ | $2^{190.16}$ | $2^{8}$ | - | - | 1 | 3.5 | - | 39] 5] |
|  | $2^{48} \mathrm{CC}$ | $2^{190.28}$ | $2^{8}$ | - | - | 1 | 3.5 | - | $5]$ |
| AES-192 | Unic. dist: $2 \mathrm{KP}$ | $2^{190.9}$ | $2^{8}$ | $2^{190.83}$ | $2^{64}$ | 1 | 1.5 | fastest with minimum data | §3.7.2 |
|  | $2^{48} \mathrm{CC}$ | $2^{190.16}$ | $2^{8}$ | $2^{190.05}$ | $2^{64}$ | 1 | 3.5 | fastest with $<2^{128} \text { data }$ | §3.9.2 |
|  | $2^{128}$ | $2^{189.51}$ | $2^{8}$ | $2^{189.31}$ | $2^{64}$ | 1 | 5 | fastest | $\S 3.10 .2$ |
| AES-256 | $2^{40} \mathrm{CC}$ | $2^{254.42 \ddagger}$ | $2^{8}$ | - | - | 1 | 3.5 | - | 39] |
|  | $2^{64} \mathrm{CC}$ | $2^{254.53}$ | $2^{8}$ | - | - | 1 | 3.5 | - | $5]$ |
| AES-256 | Unic. dist: $3 \mathrm{KP}$ | $2^{255}$ | $2^{8}$ | $2^{254.94}$ | $2^{64}$ | 1 | 1.5 | fastest with minimum data | §3.7.3 |
|  | $2^{64} \mathrm{CC}$ | $2^{254.31}$ | $2^{8}$ | $2^{254.24}$ | $2^{64}$ | 1 | 3.5 | fastest with $<2^{128} \text { data }$ | §3.9.3 |
|  | $2^{128}$ | $2^{253.87}$ | $2^{8}$ | $2^{253.82}$ | $2^{64}$ | 1 | 5 | fastest | $\S 3.10 .3$ |
| $\dagger$ Our analysis shown in the Section 3.3 .2 estimates the cost as $2^{125.98}$ <br> $\ddagger$ Our analysis shown in the Section 3.9.3 estimates the cost as $2^{254.52}$. |  |  |  |  |  |  |  |  |  |

In Table 3.4, a summary of some of the other existing cryptanalytic results on AES in single key model (other than the biclique attacks that have already been listed in Table 3.1) is provided to ease the comparison with our results.

### 3.6 Stars

We now introduce stars - unbalanced bicliques which are trees with one node and many leaves - for the analysis of AES. We start with the observation that the biclique does not have to be balanced, i.e., contain $2^{d}$ states in each of its two vertex sets - to cover $2^{2 d}$ keys. Indeed, there is a biclique with just one state in one vertex set and $2^{2 d}$ states in the other one: $S_{x}=\{x\}, S_{y}=\left\{y_{i, j}\right\}, i, j \in\left\{0,2^{d}-1\right\}$, where each $y_{i, j}$ is obtained

Table 3.4: Summary of non-biclique cryptanalytic attacks on AES in the single key model.

| Attack Type | Rounds | Data | Time | Memory | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AES-128 |  |  |  |  |  |
| Square | 6 | $2^{32}$ | $2^{72}$ | $2^{32}$ | 55 |
| Square | 6 | $6 \times 2^{32}$ | $2^{44}$ | $2^{32}$ | 75 |
| Square | 7 | $2^{127.997}$ | $2^{120}$ | $2^{64}$ | 75 |
| Impossible Differential | 7 | $2^{115.5}$ | $2^{119}$ | $2^{109}$ | 20 |
| Impossible Differential | 7 | $2^{112.2}$ | $2^{117.2}$ | $2^{112.2}$ | 126 |
| Impossible Differential | 7 | $2^{106.2}$ | $2^{110.2}$ | $2^{90.2}$ | 130 |
| Meet-in-the-Middle | 7 | $2^{99}$ | $2^{99}$ | $2^{96}$ | [61] |
| AES-192 |  |  |  |  |  |
| Square | 7 | $2^{32}$ | $2^{182}$ | $2^{32}$ | 127 |
| Square-collision | 7 | $2^{32}$ | $2^{140}$ | $2^{84}$ | [79] |
| Square | 7 | $2^{128}-2^{119}$ | $2^{120}$ | $2^{64}$ | 75 |
| Impossible Differential | 7 | $2^{115.5}$ | $2^{119}$ | $2^{45}$ | 179 |
| Impossible Differential | 7 | $2^{113.8}$ | $2^{118.8}$ | $2^{89.2}$ | 126 |
| Meet-in-the-Middle | 7 | $2^{99}$ | $2^{99}$ | $2^{96}$ | [61] |
| Meet-in-the-middle | 8 | $2^{113}$ | $2^{172}$ | $2^{129}$ | 71 |
| Meet-in-the-middle | 8 | $2^{107}$ | $2^{172}$ | $2^{96}$ | 61] |
| Meet-in-the-middle | 9 | $2^{117}$ | $2^{186.5}$ | $2^{177.5}$ | 122 |
| AES-256 |  |  |  |  |  |
| Square-collision | 7 | $2^{32}$ | $2^{184}$ | $2^{140}$ | 79 |
| Square | 7 | $2^{36}$ | $2^{172}$ | $2^{32}$ | 75 |
| Impossible Differential | 7 | $2^{113.8}$ | $2^{118.8}$ | $2^{89.2}$ | 126 |
| Meet-in-the-Middle | 7 | $2^{99}$ | $2^{98}$ | $2^{96}$ | [61] |
| Meet-in-the-middle | 8 | $2^{113}$ | $2^{196}$ | $2^{129}$ | 71 |
| Meet-in-the-middle | 8 | $2^{107}$ | $2^{196}$ | $2^{96}$ | 61 |
| Meet-in-the-middle | 9 | $2^{120}$ | $2^{203}$ | $2^{203}$ | 61] |
| Meet-in-the-middle | 9 | $2^{121}$ | $2^{203.5}$ | $2^{169.9}$ | 122 |
| Meet-in-the-middle | 10 | $2^{111}$ | $2^{253}$ | $2^{211.2}$ | 147 |

by encrypting $x$ with key $K[i, j]$, covering $2^{2 d}$ keys. This biclique is called a star of dimension $d$ (as shown in Fig. 3.14).


Figure 3.13: Balanced biclique of dimension $d$


Figure 3.14: Star: maximally unbalanced biclique of dimension $d$ for the minimum data complexity

If we place the star at the beginning of the cipher, and let $x$ be the plaintext (or ciphertext) - the data complexity of the MITM part of the key recovery will be exactly 1. Note that $x$ can be any value and, thus, we deal with a known-plaintext key recovery here. The overall data complexity is solely defined by the unicity distance of the cipher and, therefore, minimal theoretically attainable.

### 3.6.1 Stars from independent differentials

Similar to balanced bicliques, stars can be constructed efficiently from independent sets of differentials. Unlike balanced bicliques, however, the necessary form of differentials is different. Suppose we have a set of $2^{d}-1$ distinct related-key $\Delta$-differentials from $x$ to $y_{i, j}$ :

$$
\left(0, \Delta_{i}^{K}\right) \longmapsto \Delta_{i}
$$

and a set of $2^{d}-1$ distinct related-key $\nabla$-differentials from over the same part of the cipher:

$$
\left(0, \nabla_{j}^{K}\right) \longmapsto \nabla_{j}
$$

We assume that the $\Delta$-differentials and $\nabla$-differentials do not share any active nonlinear components. If input $x$, output $y_{0,0}$ and key $K[0,0]$ conform to both $\Delta$ - and $\nabla$ differentials, then the values:

$$
\begin{aligned}
x, & \\
y_{i, j} & =y_{0,0} \oplus \Delta_{i} \oplus \nabla_{j}, \text { and } \\
K[i, j] & =K[0,0] \oplus \Delta_{i}^{K} \oplus \nabla_{j}^{K}
\end{aligned}
$$

form a star of dimension $d$, with $\Delta_{0}=\nabla_{0}=\Delta_{0}^{K}=\nabla_{0}^{K}=0$.

### 3.7 Minimum data complexity key recovery for AES

In this section, we demonstrate star-based independent-biclique key recoveries for full AES-128, AES-192 and AES-256. The star-based biclique can be placed either at the initial rounds of AES or at the last few rounds of the same. We tested the attack complexity for both locations through our C-program and only report the best values for all the three AES variants in the subsequent writeup.

### 3.7.1 AES-128

In AES-128, it is possible to construct a star of dimension 8 over the first round. The master key $\$ 0$, i.e., the first subkey is taken as the base key. The index $i$ is placed in byte 0 whereas index $j$ is placed in byte 1 . The base keys are all 16 -byte values with two bytes (i.e., bytes 0 and 1 ) fixed to 0 whereas the remaining 14 -bytes take all possible values. Thus, the 128 -bit key space is divided into $2^{112}$ groups with $2^{16}$ keys in each group. $\Delta$-trail activates byte 0 of key $\$ 0$ and $\nabla$-trail activates byte 1 of key $\$ 0$ (as shown in Fig. $3.15(\mathrm{a})$. Difference propagation in these differentials over one round is non-overlapping till the end of round 1 . In state $\# 3$, there is a linear overlap between those and, already in round 2 , one has to recompute 2 S-boxes for each key (shown in Fig. $3.15(\mathrm{a})$. Rather surprisingly, even if the length of the star is just one round, the form of its trails is such that this short biclique still allows the adversary to obtain a reasonable computational advantage over brute force.

In the forward direction of matching, starting in round 2, a part of the state has to be recomputed for each key. In round 2, only 2 S -boxes have to be recomputed. Starting in round 3 and forwards, the propagation affects the whole state (shown in Fig. 3.15(b)). In the backward direction of matching, one starts with the ciphertext obtained using the encryption oracle under the right key for plaintext $x$. The $\Delta$ - and $\nabla$-propagations in the key schedule are such that only 5 bytes of the $\$ 10$ depend on both $\Delta$ and $\nabla$. This means that only 5 S-boxes have to be recomputed in round 10 . Starting in round 9 and backwards, the propagation affects the full state (as shown in Fig. $3.15(\mathrm{c}) \mathrm{D}$. We match on byte 12 in state $\# 11$ of round 5 , in which only one S-box needs to be recomputed. In round 4 and round 6 , only 4 S-boxes, respectively, are recomputed. The S-boxes in the four remaining rounds need to be recomputed completely (another 64 S-boxes). No S-box recomputations are needed in the key schedule.

The whole process yields a recomputation of 80 out of 200 S-boxes. Thus, $C_{\text {recomp }} \approx$ $2^{14.67}$ in one key group. About $2^{8}$ keys will be suggested in each key group after the meet-in-the-middle filtering, thus $C_{\text {falsepos }}=2^{8}$. The complexity of precomputations and star generation is upper-bounded by $C_{\text {precomput }} \approx 2^{8.5}$ full AES computations. Thus, $C_{\text {full }} \approx 2^{126.67}$. The data complexity exactly corresponds to the unicity distance of AES-128 - the minimal data complexity theoretically attainable. One known plaintext-ciphertext pair can sometimes be enough (with success probability


Figure 3.15: Fastest biclique attack on AES-128 with minimum data: time $2^{126.67}$ and data 1 or 2 ciphertexts.
of $1 / e \approx 0.3679$ ). Two known plaintext-ciphertext pairs yield a success probability of practically 1 . The memory complexity is upper bounded by $2^{8}$ computations of sub-cipher involved in the precomputation stage, i.e., $\approx 2^{16}$ bytes.

Comparison with brute force attack. In star biclique attack, the cost of one round computations is saved by constructing a star biclique over that round. Since, we apply the precomputations and recomputations strategy in the MITM phase (as discussed in Section 3.3.2), the computational complexity in the 9 rounds is bit lower than the exhaustive key search complexity over these rounds. Hence, overall the complexity of a star attack will always be lower than exhaustive key search attack.

### 3.7.2 AES-192

In AES-192, we construct a star of dimension 8 over the last 1.5 rounds (shown in Fig. $3.16(\mathrm{a})$. $\Delta$-trail activates byte 0 of sub-key $\$ 12$ and $\nabla$-trail activates byte 2 of $\$ 10$ sub key. Non-overlapping trails cover rounds 11 and 12 . We define the key groups with respect to the expanded key block $K^{7}$ which consists of two right columns of $\$ 10$ (further denoted by $10_{R}$ ) and $\$ 11$ subkeys. The index $i$ is placed in bytes 0 and 4 whereas index $j$ is put in bytes 2 and 6 . The base key in each group is chosen such that the key coverage is complete and there are no intersections between the key groups. The base keys are all 24 -byte values with two bytes (i.e., bytes 0 and 2 ) fixed to 0 whereas the remaining 22 -bytes taking all possible values. This yields a partition of AES-192 key space into $2^{176}$ groups with $2^{16}$ keys in each.

In the matching phase we match on byte 12 in state $\# 11$. During the forward recomputations (in Fig. 3.16(b)), we start with plaintext obtained from ciphertext $y$ using the decryption oracle under the right key. The $\Delta$ and $\nabla$ propagations in the key schedule are such that there are no overlapping bytes in $\$ 0$ which depend on both $\Delta$ and $\nabla$ trails. Hence, no recomputations are required in round 1, i.e., state $\# 1$. Starting from round $2,16+16+16+4=52$ S-boxes are required to be recomputed. Backward recomputations starting from round 10 require $16+16+16+4+1=$ 53 S-boxes to be recomputed in Fig. 3.16(c). No recomputations in key schedule are required. Hence, a total of 105 out of 224 S -boxes are required for recomputation. Thus $C_{\text {recomp }} \approx 2^{14.82}$. The precomputations and star generation (based on S-box calculations) are upper bounded by $C_{\text {precomp }} \approx 2^{8.5}$ full AES computations. Thus $C_{\text {full }} \approx 2^{190.9}$. Two ciphertexts are required to carry out the attack with a success probability of 1 .

### 3.7.3 AES-256

In AES-256, a star of dimension 8 over the last 1.5 rounds (shown in Fig. 3.17(a) is constructed. $\Delta$-trail activates byte 0 of sub-key $\$ 13$ and $\nabla$-trail activates byte 5 of $\$ 13$ sub key. Non-overlapping trails cover rounds 13 and 14 . We define the key groups with respect to the expanded key block $K^{6}$ which consists of $\$ 13$ and $\$ 14$ subkeys. The index $i$ is placed in byte 16 and index $j$ is put in byte 21 . The base keys are all 32 -byte values with two bytes (i.e., bytes 16 and 21 ) fixed to 0 whereas the remaining 30-bytes taking all possible values. This yields a partition of AES-256 key space into $2^{240}$ groups with $2^{16}$ keys in each.

In the matching phase, we match on byte 1 of state $\# 11$. 52 S-boxes $(16+16$ $+14+4$ ) in the forward direction (shown in Fig. 3.17(b)) and 85 S-boxes ( $1+4+$ $16+16+16+16+16$ ) in the backward direction (Fig. 3.17(c) are recomputed. Together with 1 S-box recomputation in key schedule, a total of 138 out of 276 Sboxes are recomputed. Thus, $C_{f u l l} \approx 2^{255}$. Two known plaintext-ciphertext pair can


Figure 3.16: Fastest biclique attack on AES-192 with minimum data: time $2^{190.9}$ and data 2 ciphertexts.
sometimes be enough (with success probability of $1 / e \approx 0.3679$ ) whereas three known plaintext-ciphertext pairs yield a success probability of practically 1 with memory not more than $2^{16}$ bytes required.

### 3.8 A search technique for biclique attacks on AES

In this section, we describe how we enumerate all biclique key recoveries in a large promising class of biclique attacks.


Figure 3.17: Fastest biclique attack on AES-256 with minimum data: time $2^{255}$ and data 2 or 3 ciphertexts.

### 3.8.1 Enumerating bicliques

Clearly, going over all possible initial structures, even without enumerating possibilities for the actual key recovery, would be infeasible for the AES. So we have to confine the search space of attacks by imposing some limitations. We now describe our search strategy along with some justifications for our choices.

- First, we consider bicliques (complete bipartite graphs) as initial structures. We stress that we include both balanced bicliques and stars in our search.
- Second, we restrict the search to independent-bicliques only. This constraint excludes such bicliques such as narrow-bicliques [116], which are especially challenging to enumerate. However, despite not being optimal in the number of rounds covered, it is the independent-bicliques that attain the highest advantages over brute force for full AES-128 and its variants so far.
- Third, we confine the search to independent related key-differentials that have a key state in their trails with exactly one or two $8^{8}$ or three active bytes $9^{9}$. Note that these bytes do not have to be the bytes where the key difference is injected and the key difference can still be injected in multiple bytes. We also consider the special rules defined in [39] for AES-192 as mentioned below and apply it to other AES variants also.
- We test differential trails in which double byte differences $\left(i_{1}, i_{2}\right)$ are injected in $\Delta$ trail and single/double/triple byte differences are injected in $\nabla$ trail. These ( $i_{1}, i_{2}$ ) are all possible columns that have one zero byte after applying MixColumns ${ }^{-1}$, e.g.,

$$
\left(\begin{array}{c}
0 \\
i_{1} \\
i_{2} \\
0
\end{array}\right)=\text { MixColumns }^{-1}\left(\begin{array}{c}
* \\
i \\
* \\
0
\end{array}\right) \text { or }\left(\begin{array}{c}
i_{1} \\
i_{2} \\
0 \\
0
\end{array}\right)=\text { MixColumns }^{-1}\left(\begin{array}{c}
i \\
* \\
0 \\
*
\end{array}\right) .
$$

- Similarly, we also test differential trails in which triple byte differences $\left(i_{1}, i_{2}, i_{3}\right)$ are injected in $\Delta$ trail such that all possible ( $i_{1}, i_{2}, i_{3}$ ) have two zero bytes after applying MixColumns ${ }^{-1}$, i.e.,

$$
\left(\begin{array}{c}
i_{1} \\
i_{2} \\
i_{3} \\
0
\end{array}\right)=\text { MixColumns }^{-1}\left(\begin{array}{c}
0 \\
i \\
* \\
0
\end{array}\right) \text { or }\left(\begin{array}{c}
0 \\
i_{1} \\
i_{2} \\
i_{3}
\end{array}\right)=\text { MixColumns }^{-1}\left(\begin{array}{c}
0 \\
0 \\
i \\
*
\end{array}\right) .
$$

- Finally, to keep the search space from exploding, we consider the trails of the bicliques in a truncated manner: We do not differentiate between the active values of the key modification trails in our bicliques (values of differences in the related-key differentials). In particular, it means that once activated, a difference in a byte of a trail cannot be canceled out. This is a significant but necessary limitation since we believe it is infeasible to run the exhaustive search otherwise for excessively high computational complexities.

We implemented these restrictions in a C program and were able to successfully enumerate all the tight truncated independent balanced bicliques and stars of AES-128, AES-192 and AES-256.
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### 3.8.2 Searching for key recoveries

Having enumerated all the bicliques as described above exhaustively, we apply meet-in-the-middle (MITM) technique to each of the initial structures obtained to evaluate their time and data complexities. This is done as follows. First of all, we set the optimization goal as minimizing the time complexity for a given data complexity restriction. That is, in each search for a key recovery, we fix an upper bound on the data complexity. Then we perform the exhaustive search over all possibilities for matching. In terms of key enumeration, we impose the restriction that the forward and backward key modifications should have at least one state of linear intersection. This enables full key space coverage and success probability of 1 . The MITM technique used includes partial matching (the matching is performed on a byte of the state to save computations) and the cut-and-splice technique (so that trails can go over the encryption/decryption oracles to win degrees of freedom).

To evaluate the time complexity of a key recovery attack efficiently on-the-fly, the computational model proposed in [39] is used: All linear operations (AddRoundKey, ShiftRows, and MixColumns) are ignored and one counts only the number of required S-box computations. As an example, one full AES-128 evaluation requires 200 S-box computations - a metric that proved to be meaningful in practice [38]. Similarly, one complete evaluation of AES-192 and AES-256 corresponds to 224 and 276 S-boxes respectively. The time complexity is measured as the number of S-box computations that have to be performed per key tested. Again, this is the parameter that has lead to the fastest attacks so far since it makes the key group larger and minimizes the impact of biclique construction on the total complexity. Depending on the data complexity restriction, the program can find the optimal attack, i.e., the attack with the lowest measured time complexity under the data complexity restriction.

As a second optimization goal, we focus on minimizing the data complexity for a given time complexity. This second optimization is applied once the lowest computational complexity for recovering the key has been found in the previous step. At this point, we already know that there are no faster key recoveries in our search space. So we check if the data complexity of the fastest attack identified can be reduced. For this task, we fix the computational complexity to the value that we obtained in the previous step, and then among all the bicliques having that computational complexity, we search for the one that has the lowest data complexity. This task typically requires much less computations.

### 3.8.3 Applications to find attacks with minimal data and time complexities

We implemented our program to search for three data complexity restrictions:

- Minimum data complexity: The minimum data complexity attacks for AES-

128/192/256 were discovered using this program by setting the upper bounds of the data complexity to its theoretical minimum of the unicity distance. So we can claim that this is the fastest biclique key recovery with the minimal data complexity of exactly the unicity distance in the class of bicliques covered by our program.

- Data complexity strictly lower than the full codebook: This restriction is a standard line that is informally drawn between interesting attacks - that require less than the full codebook of texts - and less interesting attacks - that can only work with the full codebook. It is found that the fastest biclique key recoveries in the covered class with these restrictions have lower computational complexities (for AES-256) and lower data complexities (for AES-128 and AES-192) as compared to the original attack.
- No data complexity constraint: The program finds the fastest biclique key recovery in the entire class of biclique attacks covered when there is no restriction on the amount of data required. This attack provides an important insight into the limits of the independent-biclique approach developed so far.

The fastest key recoveries corresponding to minimum data complexity for AES-128, AES-192 and AES-256 are already discussed in Section 3.7. Rest of the above mentioned categories are analyzed for all AES variants and their details are covered in the subsequent sections.

### 3.9 Fastest biclique key recovery with less than the full codebook of data

In this section, we demonstrate the biclique key recoveries with optimal time complexity for the full AES-128, AES-192 and AES-256.

### 3.9.1 AES-128

This attack is based on a balanced biclique of dimension 8 over the last 2.5 rounds of AES-128 (shown in Fig. 3.18(a)). The forward and backwards trails in the biclique have an intersection in byte 0 of $\$ 8$. However, this intersection is in a linear operation (xor) of the key schedule and does not affect the biclique property. The key is enumerated in $\$ 9$ which is the only key state that is linear in the key modification, both in forward and backward trails. The bytes of key enumeration with $i$ and $j$ differences are non-intersecting. The index $i$ is placed in bytes $0,4,8$, and 12 while index $j$ is put in bytes 5 and 9 . The $2^{112}$ base keys are all 16 -byte values with two bytes (i.e., bytes 0 and 5) set to 0 whereas the remaining 14 -bytes taking all possible values. This yields $2^{16}$ keys in each group.


Figure 3.18: Fastest biclique attack on AES-128 with less than full codebook: time $2^{126.16}$ and data $2^{64}$.

For key recovery, in the MITM stage, partial matching is done in byte 12 of data state $\# 7$ of round 4 , where only one S-box needs recomputation. In round 3 and round 5 , only 4 S-boxes, respectively and in round 7 , only 8 S-boxes are recomputed. In
round 1,5 S-boxes are recomputed as the plaintext is influenced by 5 active bytes of the backward key modification through the key schedule. The S-boxes of rounds 2 and 6 have to be recomputed completely (as shown in Figs. 3.18(b) and 3.18(c)). In total, also counting the necessary recomputations in the key schedule, we arrive at 55 S-boxes that have to be recomputed for each key, resulting in $C_{\text {recomp }} \approx 2^{14.14}$. As in the previous attacks, $C_{\text {falsepos }} \approx 2^{8}$ and $C_{\text {precomp }} \approx 2^{8.5}$. This yields $C_{\text {full }} \approx 2^{126.16}$. Furthermore, since $\Delta_{i}^{K}\left(\$ 10_{3}\right)=\Delta_{i}^{K}\left(\$ 10_{11}\right)=\Delta_{i}^{K}\left(\$ 10_{15}\right)$, the ciphertext bytes $C_{3}, C_{11}$ and $C_{15}$ are always equal. Hence, the data complexity is $2^{64}$ chosen ciphertexts. This is lower than $\left(2^{88}\right)$ obtained in the original attack [39]. As in all our attacks, the success probability is 1 and memory complexity is $2^{8} \times 16 \times 7=2^{15}$ bytes.

### 3.9.2 AES-192

This attack is based on a balanced biclique of dimension 8 over the last 3.5 rounds of AES-192 (Fig. $3.19(\mathrm{a})$. $\Delta$-trail activates byte 1 of sub-key $\$ 10$ and $\nabla$-trail activates byte 8 of $\$ 12$ sub-key. Non-overlapping trails cover rounds 9 to round 12 . We define the key groups with respect to the expanded key block $K^{7}$ which consists of two right columns of $\$ 10$ (further denoted by $10_{R}$ ) and $\$ 11$ subkeys. The index $i$ is placed in bytes 17 and 21 whereas index $j$ is put in bytes 8 and 12 . The base keys are all 24 byte values with two bytes (i.e., bytes 8 and 17 ) fixed to 0 whereas the remaining 22 -bytes taking all possible values. This allows a partition of AES-192 key space into $2^{176}$ groups with $2^{16}$ keys in each. In the matching phase, 33 S -boxes in the forward direction (Fig. 3.19 (b)) and 29 S-boxes in the backward direction (shown in Fig. $3.19(\mathrm{c}))$ are recomputed yielding a total of 62 out of 224 S-box recomputations. Thus, $C_{\text {full }} \approx 2^{190.16}$. The success probability of the attack is 1 . Since $\Delta_{i}^{K}\left(\$ 12_{0}\right)=$ $\Delta_{i}^{K}\left(\$ 12_{4}\right)=\Delta_{i}^{K}\left(\$ 12_{8}\right)$, the ciphertext bytes $C_{0}, C_{4}$ and $C_{8}$ are always equal. Hence, the data complexity is $2^{48}$ chosen ciphertexts. The data complexity of this attack is lower than $2^{80}$ obtained in the original attack 39].

### 3.9.3 AES-256

Through our automated program we detected certain discrepancies in the cost calculation in [39]. According to our calculations of the same, the computational complexity should be $2^{254.52}$ (c.f. $2^{254.42}$ in the original attack). The details of the same are as follows. Firstly, in Fig. 12 in [39], $\$ 0$ and $\$ 1$ subkeys have been marked as $\$ 1$ and $\$ 2$ subkeys respectively. Secondly, the required S-box calculation is given as 5.4375 Sub-Bytes operations which is 87 S-boxes operations in [39] whereas it should be 6.3125 Sub-Bytes operation ( 101 S-boxes) i.e., $2^{14.5}$ runs of full AES-256 (as shown in Fig. 3.20). As a result, the full computational complexity should be $2^{240} \times 2^{14.52}=2^{\mathbf{2 5 4 . 5 2}}$. The data complexity does not exceed $2^{40}$ queries.


Figure 3.19: Fastest biclique attack on AES-192 with less than full codebook: time $2^{190.16}$ and data $2^{48}$.


Figure 3.20: Corrected AES-256 forward computation.

For the fastest biclique key recovery requiring less than full codebook of data, we could construct a balanced biclique of dimension 8 over the last 3.5 rounds (shown in Fig. 3.21(a) with lesser number of S-boxes that need to be recomputed. $\Delta$-trail activates byte 13 of sub-key $\$ 10$ and $\nabla$-trail activates bytes 0 and 4 of $\$ 13$ sub key. Non-overlapping trails cover rounds 11 to 14 . Key groups are defined with respect to the expanded key block $K^{6}$ which consists of subkeys $\$ 10$ and $\$ 11$. The index $i$ is placed in byte 13 whereas index $j$ is put in bytes 16 and 24 . The base keys are all 32 -byte values with two bytes (i.e., bytes 13 and 24) fixed to 0 whereas the remaining 30 -bytes taking all possible values. This allows a partition of AES-256 key space into $2^{240}$ groups with $2^{16}$ keys in each. In the matching phase, forward recomputations require 13 S -boxes (shown in Fig. 3.21(b)) and backward recomputations require 73 S-boxes (shown in Fig. $3.21(\mathrm{c}) \mathrm{D}$. No recomputations in key schedule are required. Hence, matching yields a recomputation of total 86 out of 276 S-boxes. Thus $C_{\text {full }}$ is $\approx 2^{254.31}$. The data complexity as defined by the form of the biclique is $2^{64}$ with memory complexity being upper bounded by $2^{8} \times 10 \times 16$ bytes $\approx 2^{16}$ bytes.

### 3.10 Fastest biclique key recovery in AES with no restriction on data complexity

In this section, we demonstrate the fastest biclique key recovery attacks on the full AES-128, AES-192 and AES-256.

### 3.10.1 AES-128

When we drop the constraint of data complexity being below the full codebook, we can construct a balanced biclique of dimension 8 over 3 full AES-128 rounds and with the minimal recomputation of just one S-box in the fourth round, immediately after the biclique. The biclique is placed in rounds $2-4$ which implies the data complexity of $2^{128}$ for the backward trail (as shown in Fig. $3.22(\mathrm{a})$ ). In the forward recomputation, 12 S-boxes are recomputed (as shown in Fig 3.22(b)) whereas in the backward direction, 25 S-boxes are recomputed (shown in Fig. 3.22(c)) yielding a total of 37 S-box recomputations. Thus, $C_{\text {full }} \approx 2^{125.56}$. The data complexity in this attack is the
full codebook. The success probability is again 1 since key coverage is complete. The memory complexity stands at $2^{8}$ memory blocks for precomputation stage.


Figure 3.21: Fastest biclique attack on AES-256 with less than full codebook: time $2^{254.31}$ and data $2^{64}$.


Figure 3.22: Fastest biclique attack on AES-128: time $2^{125.56}$ and data $2^{128}$. Here $v$ represents the matching byte.

Preimage Attack on compression function. This key recovery can be converted into a preimage search for the compression function constituted by AES-128 in DaviesMeyer mode. Here, the attack works offline and does not have to make any online queries. This preimage attack requires $2^{125.56}$ AES-128 operations and finds a preimage with probability about 0.632 . The generic preimage search would require $2^{128}$ time to succeed with probability 0.632 .

### 3.10.2 AES-192

For AES-192, we could construct a balanced biclique of dimension 8 over 5 full rounds. The biclique is placed in rounds $2-6$ shown in Fig. $3.23(\mathrm{a})$, $\Delta$-trail activates byte 0 of subkey $\$ 3$ and $\nabla$-trail activates byte 1 of $\$ 6$ subkey. In the matching phase, 10 S-boxes in the forward direction (Fig. 3.23(c)], 29 S-boxes in the backward direction (Fig. 3.23(b)) and 1 S-box in the key schedule are recomputed leading to a total of 40 out of 224 S-box recomputations. Hence $C_{\text {full }} \approx 2^{189.51}$ with data complexity being $2^{128}$ and memory complexity of $2^{8}$. This key recovery when converted into a preimage search for the compression function constituted by AES-192 in Davies-Meyer mode requires $2^{125.51}$ AES-192 operations and finds a preimage with probability about 0.632.

### 3.10.3 AES-256

For AES-256, we could construct a balanced biclique of dimension 8 over 5 full rounds. The biclique is placed in rounds $2-6$ (shown in Fig. 3.24(a)). $\Delta$-trail activates byte 8 of sub-key $\$ 1$ and $\nabla$-trail activates byte 0 of $\$ 6$ sub key. In the matching phase, 25 S-boxes in the forward direction ( shown in Fig. 3.24(c)) and 41 S-boxes in the backward direction (shown in Fig. $3.24(\mathrm{~b})$ ) are recomputed leading to a total of 66 out of 276 S-box recomputations. Hence $C_{\text {full }} \approx 2^{253.87}$ with data complexity being $2^{128}$. This key recovery when converted into a preimage search for the compression function constituted by AES-256 in Davies-Meyer mode requires $2^{125.93}$ AES- 256 operations and finds a preimage with probability about 0.632 .


Figure 3.23: Fastest biclique attack on AES-192: time $2^{189.51}$ and full codebook.


Figure 3.24: Fastest biclique attack on AES-256: time $2^{253.87}$ and full codebook.

### 3.11 Biclique based key recovery attacks on AES128 with various data complexities

In the previous sections, we analyzed the biclique attacks for all the three AES variants under the following three categories:

1. Attack which has the lowest data complexity (in Section 3.7)
2. Attack which is optimum with respect to time as well as data complexity (in Section 3.9)
3. Attack which has the lowest time complexity with no restriction on the data complexity (in Section 3.10)

From the results obtained in the previous categories, it appears that for biclique based key recovery attacks, ${ }^{10}$ data complexity is inversely proportional to the time complexity, i.e., as data complexity decreases, computational complexity increases. To verify this observation, we tried to analyze other biclique attacks for AES-128 where the data complexity lies between category 1 and category 3 . The results of this analysis are shown in Table 3.5. We obtained these results by setting the optimization goal as: minimizing the time complexity for a given data complexity restriction in our C program.

As can be seen in table 3.5, in some cases, the attacks with a higher data complexity have higher time complexity as well, e.g., attack mentioned at row 5 . This happened because in our tool, for each attack having a data complexity of $2^{p}$, our program found an attack in which the $\Delta_{i}$ and $\nabla_{j}$ trails produced exactly $p$ active bytes in the ciphertext.

However, in real-world, an attacker can always opt for the attack just preceding it which has a lower time as well as data requirements. For example, an attacker who has the ability to query up to $2^{32}$ ciphertexts (in row 5) may generate only $2^{24}$ queries and launch the attack having a time complexity of $2^{126.48}$. Thus, overall it can be said that the time complexity indeed decreases as data complexity increases. Moreover, these results can also prove useful in the attack scenarios where an attacker does not aim for the best attack but is limited by the environment she is in and the resources she can possess. Similar analysis can be done for AES-192 and AES-256 as well.

### 3.12 Summary

In this chapter, we first discuss the biclique cryptanalysis technique in general and then its application to AES and other block ciphers for recovering the secret key. We then

[^12]Table 3.5: Summary of biclique key recovery attacks on AES-128 with different data complexities obtained from our tool.

| S. No. | Biclique Length <br> (rounds) | Time <br> Complexity | Data <br> Complexity | S-box <br> recomputations |
| :---: | :---: | :---: | :---: | :---: |
| 1. | 1 | $2^{126.67}$ | 2 | 80 |
| 2. | 1.5 | $2^{126.56}$ | $2^{8}$ | 74 |
| 3. | 1.5 | $2^{126.56}$ | $2^{16}$ | 74 |
| 4. | 1.5 | $2^{126.48}$ | $2^{24}$ | 70 |
| 5. | 2.5 | $2^{126.54}$ | $2^{32}$ | 73 |
| 6. | 2.5 | $2^{126.31}$ | $2^{40}$ | 62 |
| 7. | 2.5 | $2^{126.21}$ | $2^{48}$ | 58 |
| 8. | 2.5 | $2^{126.37}$ | $2^{56}$ | 65 |
| 9. | 2.5 | $2^{126.16}$ | $2^{64}$ | 54 |
| 10. | 2.5 | $2^{126.72}$ | $2^{72}$ | 82 |
| 11. | 2.5 | $2^{126.28}$ | $2^{80}$ | 61 |
| 12. | 2.5 | $2^{126.16}$ | $2^{88}$ | 54 |
| 13. | 2.5 | $2^{126.28}$ | $2^{96}$ | 61 |
| 14. | 2.5 | $2^{126.26}$ | $2^{104}$ | 60 |
| 15. | 3 | $2^{125.56}$ | $2^{128}$ | 37 |

discuss some problems existing with the current biclique based key recovery attacks on AES. We then explore the space of independent bicliques as applied to key recovery for the full AES-128, AES-192 and AES-256. We put some reasonable restrictions on the bicliques to make the search feasible. The class of bicliques analyzed by a tool developed by us looks most promising in terms of cryptanalysis so far. In fact, the best key recoveries known so far for the full AES-128, AES- 192 and AES- 256 belong to this class. Moreover, we utilize star structure (maximally unbalanced bicliques) to reduce the data complexity to the theoretically attainable minimum. We further note that the structure of the biclique is more important for the data complexity of the attack whereas the length of the biclique appears to be correlated with the computational complexity. We also propose biclique attacks which are fastest when there is no restriction on data complexity. We demonstrate that these attacks are the fastest among all independentbiclique attacks we study and might be considered as an indication of the limits beyond the current approaches to AES key recovery using bicliques.

## Chapter 4

## Biclique Cryptanalysis of AES-128 based Hashing Modes

Biclique Cryptanalysis, as discussed in the previous chapter, was first proposed by Khovratovich et al. in (103) for finding preimages for hash functions Skein [136 and SHA-2 [73]. This attack technique has not only led to the current best cryptanalytic results for AES 37, 39 but also for SHA-2 103 in terms of number of rounds attacked. In this chapter, we analyze the hash function settings and review the application of biclique cryptanalysis for finding preimages. In Chapter 2, we studied meet-in-themiddle attacks and discussed their limited applicability on block ciphers to recover the secret key. Contrary to block ciphers, MITM attacks have found more favor in the hash function domain. This is due to the fact that unlike block cipher cryptanalysis, the attacker can fully control the inner behaviour of the underlying compression function in hash function settings. Existing hash function designs usually involve step updations and message injections at round level. This gives an attacker an opportunity to efficiently utilize the available degrees of freedom on the input and find rounds which are independent of some message bits to apply MITM attack. Sasaki and Aoki 17, 152 exploited this fact to show some pioneering work in preimage attacks against MD4, MD5, SHA-0/1/2 etc. They proposed several new concepts such as splice-and-cut framework, partial matching, partial fixing etc. in the MITM framework that could be applied to hash functions as well as block ciphers [41, 90]. One such idea - the initial structure [152] forms the basis of biclique attack. In this chapter, we discuss this concept and its applicability in biclique cryptanalysis for finding preimages. We then present some second preimage attack results on AES-128 based hash functions.

The roadmap for this chapter is as follows: We first review some historical background pertaining to the origin of biclique cryptanalysis for hash functions in Section 4.1. We specifically discuss the concept of initial structure in this section. We then describe the generic technique for finding preimages in hash functions using biclique attack in Section 4.2. As an example, we also give a high level overview of the preimage attack on SHA-2 using biclique attack here. In Section 4.3, we discuss
the biclique attack on AES-128 based compression function for finding preimages and highlight some of the challenges involved in converting these attacks to preimage attack on AES-128 based hash functions. In Section 4.4, we describe the notations necessary to understand our work followed by Section 4.5, where we present the preimage attack on AES-128 based compression function using biclique cryptanalysis. We then demonstrate our biclique based second preimage attacks on AES-128 instantiated hash functions in Davies-Meyer (DM), Matyas-Meyer-Oseas (MMO) and Miyaguchi-Preneel (MP) modes respectively. These attacks are presented in Section 4.6 and work with a fixed IV which is not in the control of the attacker, mimicking the real life use case of these modes. The attacks in this section are demonstrated on 2-block message. Section 4.7 extends our attack to hash functions with message length $\geq 3$ message blocks with same attack complexity as earlier. In the concluding section, we summarize our chapter. The original contribution of this thesis is from Section 4.3 to Section 4.7.

### 4.1 Origin of Biclique Cryptanalysis

Biclique cryptanalysis as stated in [39 originates from the splice-and-cut framework in hash function cryptanalysis and, more specifically from its element called the initial structure. The construction of initial structure is very design specific and hard to generalize. To facilitate understanding of this concept, we describe the construction of initial structure on MD5 hash function [143].

### 4.1.1 Short Description of MD5

The MD5 compression function (as shown in Fig. 4.1) follows Merkle-Damgard construction principle and takes 512-bit message block and 128-bit chain value as inputs and produces 128 -bit output value. It consists of 4 rounds; each round consisting of 16 steps, i.e., 64 steps in total. The intermediate state consists of four registers ( $A_{i}, B_{i}$, $C_{i}, D_{i}$ ) where, size of each register is 32-bits. Considering, $I V$ (initial chaining value) $=\left(I V_{0}, I V_{1}, I V_{2}, I V_{3}\right)$ and $h$ (final hash output) $=\left(h_{0}, h_{1}, h_{2}, h_{3}\right)$, the state update at each step (as shown in Fig. 4.1) is as follows:

$$
\begin{aligned}
\left(A_{0}, B_{0}, C_{0}, D_{0}\right) & =\left(I V_{0}, I V_{1}, I V_{2}, I V_{3}\right) \\
A_{i+1} & =D_{i} \\
B_{i+1} & =\left(A_{i}+B_{i}+F_{i}\left(B_{i}, C_{i}, D_{i}\right)+K_{i}+M_{\pi(i)}\right) \lll s_{i} \\
C_{i+1} & =B_{i} \\
D_{i+1} & =C_{i} \quad(1 \leq i \leq 64) \\
\left(h_{0}, h_{1}, h_{2}, h_{3}\right) & =\left(A_{64} \oplus A_{0}, B_{64} \oplus B_{0}, C_{64} \oplus C_{0}, D_{64} \oplus D_{0}\right)
\end{aligned}
$$

Here, + denotes addition modulo $2^{32}, F_{i}$ and $K_{i}$ are pre-defined step dependent function and constant respectively, $M_{\pi(i)}$ is the 32 -bit message block to be injected at step $i$ and $\lll s_{i}$ denotes the left rotation by $s_{j}$ bits. For further details on MD5 construction, one can refer to [143]. As seen in Fig. 4.1, message word is injected for updating register B at each of the 64 steps. In this figure, the intermediate state at step $i$ is denoted by $p_{i}=\left(A_{i}, B_{i}, C_{i}, D_{i}\right)$.


Figure 4.1: MD5 compression function.
Consider step-reduced MD5 comprising of first 29 steps. In Table 4.1, we show the message words used in each step of MD5.

| Step i | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M_{(\pi) i}$ | 0 | 1 | $\mathbf{2}$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | $\mathbf{1 3}$ | 14 | 15 |
| Step i | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 |
| $M_{(\pi) i}$ | 1 | 6 | 11 | 0 | 5 | 10 | 15 | 4 | 9 | 14 | 3 | 8 | $\mathbf{1 3}$ | 2 | 7 | 12 |
| Step i | 33 | 34 | 35 | 36 | 37 | 38 | 39 | 40 | 41 | 42 | 43 | 44 | 45 | 46 | 47 | 48 |
| $M_{(\pi) i}$ | 5 | 8 | 11 | 14 | 1 | 4 | 7 | 10 | 13 | 0 | 3 | 6 | 9 | 12 | 5 | 2 |
| Step i | 49 | 50 | 51 | 52 | 53 | 54 | 55 | 56 | 57 | 58 | 59 | 60 | 61 | 62 | 63 | 64 |
| $M_{(\pi) i}$ | 0 | 7 | 14 | 5 | 12 | 3 | 10 | 1 | 8 | 15 | 6 | 13 | 4 | 11 | 2 | 9 |

Table 4.1: Message Schedule of MD5. Message block $\mathrm{M}=m_{0}\left\|m_{1}\right\| m_{2} \ldots m_{15}$ where each $\left|m_{i}\right|=32$-bits.

Now let us split the 29-step reduced MD5 into two chunks.
$1^{\text {st }}$ Chunk : Step $1-$ Step 13
$2^{\text {nd }}$ Chunk: Step $14-$ Step 29

It can be seen that $1^{\text {st }}$ Chunk is independent of message word $m_{13}$. Hence, if bits of $m_{13}$ are flipped, it will not affect the functioning of $1^{\text {st }}$ Chunk. Similar property holds
true for message word $m_{2}$ in $2^{\text {nd }}$ Chunk. Such words are called neutral words [17] i.e., $m_{13}$ is a neutral word for the $1^{\text {st }}$ Chunk and $m_{2}$ is a neutral word for the $2^{\text {nd }}$ Chunk .

For preimage attack, let the intermediate state $p_{14}$ be the matching state. We first choose random values for $m_{i}(\mathrm{i} \notin 2,13)$. Then, for all values of $m_{2}$, we calculate $p_{14}$ in the forward direction and store the values in a table as $\left(m_{2}, \overrightarrow{p_{14}}\right)$. After that for each value of $m_{13}$, we calculate $p_{14}$ in the backward direction and check whether the computed $\overleftarrow{p_{14}}$ exists in the stored table or not (shown in Fig. 4.2). If we get a match, the corresponding message becomes the preimage.


Figure 4.2: Overview of 29-steps attack on MD5

Let us have a look at another example. Consider MD5 from step 3 to step 61 (59 steps). Let,
$1^{\text {st }}$ Chunk: Step 22 - Step 3 and Step 61 - Step 48, Neutral Word: $m_{15}$
Step 3 and Step 61 are considered consecutive steps as $p_{61}=h-p_{3}$ (Splice-and-Cut).
$2^{\text {nd }}$ Chunk: Step 23 - Step 44, Neutral Word: $m_{2}$


Figure 4.3: Overview of 59 -steps attack on MD5

It can be seen in Fig. 4.3 that $m_{15}$ comes before $m_{2}$ in steps $45-47$ and hence involves computation of both the neutral words. Therefore, there does not exist any intermediate state in steps 45-47 that can be used as a matching state.

Sasaki et al. then suggested partial matching [17] instead of full 128-bit matching. They showed that if only one word (32-bit) is matched, computation of some steps can be skipped allowing more rounds to be covered. For example, in the above case,
through $1^{\text {st }}$ chunk we calculate $\overleftarrow{p_{48}}$ in the backward direction and in the forward direction through $2^{\text {nd }}$ Chunk, we compute $\overrightarrow{p_{45}}$. Now,

$$
\begin{aligned}
& \overleftarrow{p_{48}}=\left(A_{48}, B_{48}, C_{48}, D_{48}\right)=\left(\mathbf{B}_{45}, B_{48}, B_{47}, B_{46}\right) \text { and, } \\
& \stackrel{p_{45}}{\longrightarrow}=\left(A_{45}, B_{45}, C_{45}, D_{45}\right)=\left(B_{42}, \mathbf{B}_{45}, B_{44}, B_{43}\right) .
\end{aligned}
$$

It can be seen that both $\overrightarrow{p_{45}}$ and $\overleftarrow{p_{48}}$ have $B_{45}$ in common and thus $B_{45}$ can become the matching variable. Hence, steps 45-47 need not be computed and can be skipped altogether enabling the attacker to cover 59 steps of MD5.

Similarly, several other techniques such as local collision 19, 150, 151, partial fixing [15, 17] etc. were proposed which allowed additional steps to be skipped, though the number of matching bits get reduced. With these techniques, preimages for 63step MD5 [150], full MD4 (only one block) [150], 3-pass, 4-pass and 151-step 5-pass HAVAL 19, 151 were found.

### 4.1.2 Initial Structure

As mentioned in the above section, techniques mentioned above enable skipping of those steps which involved computation of neutral words. However, all these techniques have some limitations. For example, for partial matching approach to work, neutral words can be at most (L-1) steps away where $L$ denotes the number of chaining variables, e.g., $L=4$ for MD5. Similarly, local collision technique also requires neutral words to be some specific steps away from each other. Cases where independent chunks overlap each other in some part, i.e., ( $1^{\text {st }}$ chunk, ( $2^{\text {nd }}$ chunk, $1^{\text {st }}$ chunk), $2^{\text {nd }}$ chunk) and conditions required to apply the above discussed techniques are not satisfied create difficulties for the attacker because now she has no way to carry out the forward and backward computations independently.

| Step i | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M_{(\pi) i}$ | 0 | 1 | 2 | 3 | 4 | 5 | $\mathbf{6}$ | 7 | 8 | 9 | 10 | 11 | 12 | 13 | $\mathbf{1 4}$ | 15 |
| Step i | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 |
| $M_{(\pi) i}$ | 1 | $\mathbf{6}$ | 11 | 0 | 5 | 10 | 15 | 4 | 9 | $\mathbf{1 4}$ | 3 | 8 | $\mathbf{1 3}$ | 2 | 7 | 12 |

Table 4.2: Message Schedule of 31-step MD5.
For example, in Table 4.2, let,
$1^{\text {st }}$ Chunk: Step $0-$ Step 13, Neutral Word: $m_{6}$
$2^{\text {nd }}$ Chunk: Step 18 - Step 31, Neutral Word: $m_{14}$

Now, in between the first and the second chunk, i.e., Step 14 - Step 17, $m_{14}$ is used before $m_{6}$ and their positions are such that techniques like partial matching, partial fixing technique and local collision won't work (only 2 steps away from each other). The initial structure technique was proposed to solve such problems. The initial structure can be informally defined as an overlapping of chunks, where neutral bits, although formally belonging to both chunks, are involved in computation of the proper chunk only. To understand this concept let us have a look at a simple example shown in Fig. 4.4

(a) 2-step MD5.

(b) 2-step initial structure(IS) in MD5.

Figure 4.4: Blue denotes state influenced by $m^{2 n d}$, Red denotes states updated by $m^{1 s t}$ and Green denotes state updated by both $m^{1 s t}$ and $m^{2 n d}$.

Suppose the words $\left(m^{1 s t}, Q_{j-2}\right)$ (highlighted in red) are neutral for the $1^{\text {st }}$ chunk and the words ( $m^{2 n d}, Q_{j+2}$ ) (highlighted in blue) are neutral for the $2^{\text {nd }}$ chunk. It can be seen in Fig. 4.4(a) that $Q_{j+1}$ in the $2^{\text {nd }}$-chunk is influenced by $Q_{j-2}^{1 s t}$ (shown in green). This is undesirable since computation of subsequent steps in $2^{\text {nd }}$-chunk will now depend on $Q_{j-2}^{1 s t}$. To carry out MITM attack, we need that $Q_{j+1}$ depends only on $Q_{j+2}$ and $m^{2 n d}$ (neutral words of the second chunk) and not on $Q^{1 s t}$ (neutral word of the first chunk). Initial Structure technique helps us alleviate this problem. To make the $2^{\text {nd }}$ chunk independent of $Q_{j-2}^{1 s t}$, we choose $Q_{j-3}$ such that it cancels the change of $Q_{j-2}^{1 s t}$ (as shown in Fig. 4.4(b) i.e.,

$$
Q_{j-3}=-F_{j}\left(Q_{j}, Q_{j-1}, Q_{j-2}\right)-K_{j}-m^{2 n d}+\left(\left(-Q_{j}\right) \ggg s_{j}\right)
$$

By choosing $Q_{j-3}$ according to the equation above makes $Q_{j+1}$ independent of the influence of $Q_{j-2}^{1 s t}$. In the second chunk, we can now compute $Q_{j+1}$ according to the
values of $m^{2 n d}$ and $Q_{j+2}$ and carry out the computations without using $Q_{j-2}^{1 s t}$. Thus, a 2-step initial structure is formed which provides $2^{64}$ free bits for both the first and second chunks. This initial structure guarantees that the first and second chunks are independent of each other's neutral words and matching in the MITM phase succeeds with a probability of $2^{-32}$ for randomly given $m^{1 s t}, Q_{j-2}, m^{2 n d}, Q_{j+2}$. Thus, initial structure is a group of few consecutive steps which includes neutral words in overlapping order. However, it allows computing of steps before and after the initial structure independent of neutral words of the second and the first chunk, respectively. With this technique, preimages could be found for full round of MD5 [152], 43-step SHA-256 [15] and 46-step SHA-512 [15] with a complexity of $2^{123.4}, 2^{254.9}$ and $2^{511.5}$ respectively.

### 4.2 Biclique attack for finding preimages

The problem with the "initial structure" idea was that unlike other attacks, this approach was not generalizable and very construction specific. Khovratovich in 103 introduced the concept of biclique attack which is a more generic version of initial structure. Let us consider the Davies-Meyer mode: $h=E_{M}(C V) \oplus C V$, where $C V$ is the chaining variable and $E$ is the block cipher keyed with the message $M$. Let $f$ be a sub-cipher of $E$, and $\mathcal{M}=\{M[i, j]\}$ be a group of messages which are parameters for $f$. Let the differences in a message group $\mathcal{M}$ be defined as:

$$
\Delta_{i, j}^{M}=\Delta_{i}^{M} \oplus \nabla_{j}^{M}
$$

Consider a single mapping,

$$
\begin{equation*}
Q_{0} \xrightarrow[f]{M[0,0]} P_{0} \tag{4.1}
\end{equation*}
$$

which is called the base computation. $Q$ is the input state of $f$ and $P$ is the output state of $f$. For each group, $2^{d} \Delta_{j}$ forward differentials are constructed from $Q_{0}$ as follows:

$$
\begin{equation*}
Q_{0} \xrightarrow[f]{M[0, j]} P_{j} \quad \text { or, } \quad 0 \xrightarrow[f]{\Delta_{j}^{M}} \Delta_{j} \tag{4.2}
\end{equation*}
$$

Similarly, $2^{d}$ backward differentials $\nabla_{i}$ from $P_{0}$ are constructed as follows:

$$
\begin{equation*}
Q_{i} \underset{f}{\stackrel{M[i, 0]}{\stackrel{ }{2}} P_{0} \quad \text { or }, \quad \nabla_{i} \xrightarrow[f]{\stackrel{\nabla_{i}^{M}}{\leftrightarrows}} 0} \tag{4.3}
\end{equation*}
$$

If the above two differentials do not share any active nonlinear components for all $i$ and $j$, then a biclique of dimension $d$ over $f$ for $\mathcal{M}$ is formed as follows:

$$
\begin{equation*}
Q_{i} \xrightarrow[f]{M[i, j]} P_{j} \tag{4.4}
\end{equation*}
$$

where,

$$
\begin{aligned}
Q_{i} & =Q_{0} \oplus \nabla_{i} \\
P_{j} & =P_{0} \oplus \Delta_{j} \\
M[i, j] & =M[0,0] \oplus \Delta_{i, j}^{M}
\end{aligned}
$$

The biclique attack works exactly the same way as described in the earlier chapter for block ciphers. For each group, once a biclique is formed, the attacker then selects a variable $v$ outside of $f$ and checks if:

$$
\begin{equation*}
P_{j} \xrightarrow{M[,, j]} \vec{v} \stackrel{?}{=} \overleftarrow{v} \stackrel{M[i, \cdot]}{\longleftarrow} Q_{i} \tag{4.5}
\end{equation*}
$$

A positive answer yields a preimage candidate and should satisfy the following relation,

$$
\begin{equation*}
C V \xrightarrow{M[i, j]} Q_{i} \xrightarrow[f]{M[i, j]} P_{j} \xrightarrow{M[i, j]} H \tag{4.6}
\end{equation*}
$$

otherwise the whole process is repeated for other message groups. To compute $v$ from $Q_{i}$, the adversary first computes $C V$ and then derives the output of $E$ as $C V \oplus H$.

### 4.2.1 Biclique based Preimage Attack on SHA-2

In this section, we give a high level description of preimage attack on SHA-256 presented in 103. The compression function of SHA-256 is based on Davies-Meyer mode of iteration and consists of 64 -steps. It accepts a message input of 512 -bits and produces an output of 256 -bits. The intermediate state is divided into 8 registers $\left(A_{i}, B_{i}, \ldots, H_{i}\right)$, each of size 32 -bits and at each step two registers, i.e., $A_{i}$ and $E_{i}$ are updated. A schematic view of SHA-2 compression function is shown in Fig. 4.5.


Figure 4.5: Compression Function of SHA-2.

| Steps | State Registers |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | C | D | E | F | G | H |
| 17 |  |  |  |  |  | $\begin{aligned} & 6,11,12,16 \\ & 17,20,23,24 \\ & 29,30 \end{aligned}$ |  |  |
| 18 | * |  |  |  | 25, 26, 27 |  | $\begin{aligned} & 6,11,12,16 \\ & 17,20,23,24 \\ & 29,30 \end{aligned}$ |  |
| 19 | * | * |  |  | $\begin{aligned} & 0,1,2,14,15, \\ & 16,19,20,21, \\ & 22,23,31 \end{aligned}$ | 25, 26, 27 |  | $\begin{aligned} & 6,11,12,16 \\ & 17,20,23,24 \\ & 29,30 \end{aligned}$ |
| 20 | * | * | * |  | * | $\begin{aligned} & 0,1,2,14,15, \\ & 16,19,20,21, \\ & 22,23,31 \end{aligned}$ | 25, 26, 27 |  |
| 21 | * | * | * | * | * | * | $\begin{aligned} & 0,1,2,14,15, \\ & 16,19,20,21, \\ & 22,23,31 \end{aligned}$ | 25, 26, 27 |
| 22 | * | * | * | * | * | * | * | $\begin{aligned} & 0,1,2,14,15, \\ & 16,19,20,21, \\ & 22,23,31 \end{aligned}$ |

Table 4.3: Biclique trails in Steps $17-22 . *$ stands for arbitrary difference. $\Delta_{i}$-trail is shown in red and $\nabla_{j}$-trail is shown in blue. The numbers mentioned in each cell denote the bits of the register (mentioned in the column header) affected by $\Delta_{i}$ and $\nabla_{j}$ trails. For example, the $\nabla$ difference injected in the neutral message word $m_{22}$ at bits 22,23 and 31 is propagated to the bits 22,23 and 31 of register H at step 22, i.e., $H_{22,23,31}^{22}$ from the backward direction.

For the preimage attack on SHA-256, a biclique is constructed over 6 steps (as shown in Table. 4.3). In this attack, message words $m_{12}$ to $m_{27}$ used in steps 12-27 are in the control of the attacker. Bits $25,26,27$ of $m_{17}$ are chosen as neutral bits for $\Delta_{i}$ trail in the forward direction whereas bits $22,23,31$ of $m_{22}$ are selected as neutral bits for $\nabla_{j}$ trail in the backward direction. As can be seen from the table, the bits influenced by $\Delta_{i}$-trail and $\nabla_{j}$-trail in the steps covered by the biclique are non-overlapping, thus making both the trails independent of each other. To ensure that $\Delta_{i}$ and $\nabla_{j}$-trails affect non-overlapping bits in steps 17-22, certain conditions have been imposed on the initial chaining value and message words in the attack ( 42 conditions [103]). For the MITM stage, steps 2-16 form the $1^{\text {st }}$ chunk (independent of $m_{17}$ ) whereas steps 23-36 form the $2^{\text {nd }}$ chunk (independent of $m_{22}$ ). $A_{0,1,2,3}^{38}$, i.e., bits $0,1,2,3$ of register A in step 38 form the matching variable $v$. Some of the steps in each chunk are dependent on neutral words belonging to the other chunk due to message scheduling of SHA-2 [15].

To mitigate their effect, message compensation technique [15 is used. For example, at step 3 in the $1^{\text {st }}$ chunk, message word $m_{3}$ is used to update the intermediate states. Now, according to message schedule algorithm,

$$
\begin{equation*}
m_{3}=m_{19}-\sigma_{1}\left(m_{17}\right)-m_{12}-\sigma_{0}\left(m_{4}\right) \tag{4.7}
\end{equation*}
$$

where, $\sigma_{0}(\cdot)$ and $\sigma_{1}(\cdot)$ are pre-defined functions in SHA-2 algorithm. Now, since $m_{3}$ is influenced by $m_{17}$, which should not be the case, the attacker chooses $m_{19}$ such that, $m_{19}=\sigma_{1}\left(m_{17}\right) \cdot{ }^{1}$ This way, the effect of $m_{17}$ is canceled and message word $m_{3}$ is made independent of $m_{17}$ which in turn leads to Step-3 in $1^{\text {st }}$ chunk being independent of $m_{17}$. With this attack, preimages for 45 steps of SHA-256 and 50 steps of SHA-512 were found. Similarly, 22-steps of Skein-512 were also targeted. Table 4.4 summarizes the biclique based preimage attacks on Skein-512 and SHA-2 based hash functions.

| Target | Steps | Complexity | Memory | Reference |
| :---: | :---: | :---: | :---: | :---: |
| Skein-512 | 22 | $2^{511}$ | $2^{6}$ | 103 |
| SHA-256 | 45 | $2^{255.5}$ | $2^{6}$ | 103 |
| SHA-512 | 50 | $2^{511.5}$ | $2^{4}$ | 103 |

Table 4.4: Biclique based Preimage Attacks on SHA-2 and Skein-512 family

### 4.3 Preimage Attack on AES-128 based Hashing Modes

After the introduction of biclique attack for generating preimages on Skein and SHA- 2 based hash functions, the concept was utilized by Bogdanov et al. [39] to successfully recover the secret key for full rounds of all AES variants. A natural extension was to try generating preimages for AES based hash functions. Bogdanov et al. in [39] showed translation of biclique key recovery attack on AES to the corresponding preimage attack on AES instantiated compression function. The current best complexity of this attack as reported in [37] is $2^{125.35}, 2^{125.51}$ and $2^{125.93}$ for AES-128, AES-192 and AES-256 instantiated compression functions respectively with a probability of 0.632.

The above biclique based preimage attack on AES-128 instantiated compression function cannot be converted to preimage attack on the corresponding hash function (and hence second preimage attack as discussed in Section 4.6 later). This is due to the fact that in the preimage attack on compression function shown in [37, 39], the attacker needs to modify the value of the chaining variable $(C V)$ and the message input to obtain the desired preimage. However, in hash function settings, the initialization

[^13]vector $(I V)$ is a publically known constant which cannot be altered by the attacker. Hence, the biclique trails used in the preimage attack on AES-128 based compression function in [37,39] cannot be adopted to find preimage for the corresponding AES-128 based hash function. This is explained in more details next.

(a) MMO mode

(b) DM mode

Figure 4.7: An example of the trail used in [39] for preimage attack on AES-128 instantiated compression function.

Figure 4.6: Compression Function in MMO and DM mode respectively.

(DM) mode based compression functions as shown in Fig. 4.6(a) and 4.6(b) respectively. In the case of MMO mode, the chaining variable acts as the key input to the underlying block cipher AES (as shown in Fig. 4.6(a)). If the chaining variable is used as the $I V$ (in hash function settings) then it is fixed and cannot be modified. This means that the value of the key input to the block cipher should not change. However, the type of biclique trails used in [39] (as shown in Fig. 4.7) for compression function introduce a change both in the key input as well as all the intermediate states including the plaintext input ensuring that the final chaining variable so obtained after the attack will not be the desired $I V$. Hence, the kind of biclique trails we are interested in should only affect the intermediate states (an example of which is given in Fig. 4.8) and not the key input.

Similarly, in the DM mode, the chaining variable acts as the plaintext input to the
underlying block cipher (as shown in Fig. 4.6(b)). Therefore, if the chaining variable under consideration is the $I V$, then the chosen biclique trails should not inject any difference in the plaintext input of the block cipher (an example of the same is shown in Fig. 4.9). Again, the biclique trails adopted for preimage attack on AES-128 instantiated compression function do not satisfy this condition (as seen in Fig. 4.7).


Figure 4.8: An example of the desired trails that will work for attacking MMO based hash function. It is to be noted only the plaintext input and subsequent intermediate states are affected in the trail considered whereas the key input is a fixed constant.


Figure 4.9: An example of the desired trail that will work for attacking DM based hash function. It is to be noted here that the plaintext input is not affected by the differential trail so chosen and is a fixed constant.

The examples discussed above warrant searching of new biclique trails which can be used to launch second preimage attack on AES-128 based hash functions. Moreover, searching these trails manually may not give the best results as demonstrated in [5, 37]. Hence, automated search process is required. Coupled with the fact that no prior work on the analysis of block cipher based hash functions based on biclique technique exists, motivated us to apply biclique attack to evaluate the security of AES-128 based hash functions against second preimage attack. In this work, we implemented our restrictions in C programs to enumerate the best biclique trails which guarantee the lowest possible attack complexities.

### 4.3.1 Our Contributions

- We re-evaluate the offered security of full 10 rounds AES-128 based hash functions against second preimage attack. This improves upon the previous best result on

AES-128 based hash functions by Sasaki at FSE'11 [149] where, the maximum number of rounds attacked is 7 .

- Our analysis is applicable to all the 12 PGV modes of the hash function constructions.
- The complexities of the biclique based analysis differ depending upon the PGV construction chosen. For MP and MMO mode it is $2^{126.3}$ whereas for DM mode it is $2^{126.67}$.
- We propose new biclique trails to achieve the above results.
- All the trails have been obtained by implementing C programs which ensure that they yield the best attacks (lowest possible time complexity).

The results of our security evaluation against second preimage attack on all 12 PGV based modes are given in Table 4.5. Though our results do not significantly decrease the attack complexity in comparison to brute force attack but they highlight the actual security margin provided by these constructions against second preimage attack.

Table 4.5: Summary of the second preimage attack results obtained. In this table, we assume the hash function to be instantiated with the block cipher $E, h$ is the chaining variable, $m$ is the message input and $h \oplus m=w$. The brute-force complexity of these attacks is $2^{128}$.

| S.No. | Hash Function Modes | Second Preimage <br> Complexity |
| :---: | :---: | :---: |
| 1 | $E_{h}(m) \oplus m-\mathrm{MMO}$ | $2^{126.3}$ |
| 2 | $E_{h}(m) \oplus w-\mathrm{MP}$ | $2^{126.3}$ |
| 3 | $E_{m}(h) \oplus h-\mathrm{DM}$ | $2^{126.6}$ |
| 4 | $E_{h}(w) \oplus w-$ similar to MMO | $2^{126.3}$ |
| 5 | $E_{h}(w) \oplus m-$ similar to MMO | $2^{126.3}$ |
| 6 | $E_{m}(h) \oplus w-$ similar to DM | $2^{126.6}$ |
| 7 | $E_{m}(w) \oplus h-$ similar to DM | $2^{126.6}$ |
| 8 | $E_{m}(w) \oplus w-$ similar to DM | $2^{126.6}$ |
| 9 | $E_{w}(h) \oplus h-$ similar to DM | $2^{126.6}$ |
| 10 | $E_{w}(h) \oplus m-$ similar to DM | $2^{126.6}$ |
| 11 | $E_{w}(m) \oplus h-$ similar to MP | $2^{126.3}$ |
| 12 | $E_{w}(m) \oplus m-$ similar to MMO | $2^{126.3}$ |

### 4.4 Notations

To facilitate better understanding, we use the following notations in the rest of the chapter.

| $\mathbf{C V}$ | $:$ | Chaining Variable |
| :--- | :--- | :--- |
| IV | $:$ | Initialization Vector |
| $(\mathbf{C V}$, message $)$ | $:$ | Input tuple to hash function/ compression function |
| $(\mathbf{k e y}$, plaintext $)$ | $:$ | Input tuple to underlying block cipher |
| $\mathbf{n}$ | $:$ | Input message/key size (in bits) |
| $\mathbf{A}_{\mathbf{b}}$ | $:$ | Base State |
| $\mathbf{m}_{\mathbf{b}}$ | $:$ | Base Plaintext |
| $\mathbf{K}_{\mathbf{b}}$ | $:$ | Base Key |
| $\mathbf{K}[\mathbf{i}, \mathbf{j}]$ | $:$ | Keys generated by $\Delta_{i}$ and $\nabla_{j}$ modifications |
| $\mathbf{M}[\mathbf{i}, \mathbf{j}]$ | $:$ | Messages generated by $\Delta_{i}$ and $\nabla_{j}$ modifications |
| $\mathbf{N b r}$ | $:$ | Number of AES rounds called |
| $\mathbf{E}_{\mathbf{e n c} / \text { dec }}$ | $:$ | One Round of AES encryption/decryption |
| $\mathbf{E}(\mathbf{x}, \mathbf{y})$ | $:$ | Full AES encryption under y-bit key and x-bit message |
| $\mathbf{E}$ |  |  |
|  | $:$ | Full AES decryption under y-bit key and x-bit message |

For the sake of clarity, we will follow the same notation used for description of AES-128 in Section 3.3.1. We address two internal states in each round as follows: \#1 is the state before SubBytes in round 1, \#2 is the state after MixColumns in round 1, $\# 3$ is the state before SubBytes in round $2, \ldots, \# 19$ is the state before SubBytes in round $10, \# 20$ is the state after ShiftRows in round 10 . The key $K$ is expanded to a sequence of keys $K^{0}, K^{1}, K^{2}, \ldots, K^{10}$, which form a $4 \times 44$ byte array. Then the 128 -bit subkeys $\$ 0, \$ 1, \$ 2, \ldots, \$ 10$ come out of the sliding window with a 4 -column step. We refer the reader to $[57]$ for a detailed description of AES.

### 4.5 Biclique based Preimage Attack on AES-128 instantiated Compression Function

In this section, we examine how biclique key recovery attack discussed in Section 3.2 can be applied to find preimage for block cipher based compression function. This preimage attack on compression function will then be used to evaluate second preimage resistance of AES-128 based hash functions under different PGV modes as discussed in Section 4.6.

Let us consider an AES-128 based compression function (as shown in Fig. 4.10). To find the preimage for $h$, the attacker needs to find a valid ( $C V$, message) pair which generates $h$. In terms of the underlying block cipher $E$ which is instantiated with AES128 , this problem translates to finding a valid (plaintext, key) pair where both the key and the plaintext are of 128 -bits size. To guarantee the existence of a preimage for
$h$ (with probability 0.632 ), the attacker needs to test $2^{128}$ distinct (key, plaintext) pairs.


Figure 4.10: AES-128 instantiated compression function in DM mode.
When biclique methodology is applied on AES-128 to recover the secret key [39], full key space, i.e., $2^{128}$ keys are divided into $2^{112}$ groups of $2^{16}$ size each and tested. ${ }^{2}$ These $2^{112}$ groups are generated from $2^{112}$ base key values where each base value defines one group. However, the same biclique approach when extended to hash functions warrants the need of testing $2^{128}$ (key, plaintext) pairs. These $2^{128}$ (key, plaintext) pairs will be generated from $2^{112}$ (key, plaintext) base states. Hence, under hash function settings, along with the base key we introduce the term "base message". We denote the base key value as $K_{b}$ and the base message value as $A_{b}$. If we apply the original biclique approach [39] on compression function, then $2^{128}$ (key, plaintext) pairs are generated from a combination of $2^{112}\left(K_{b}, A_{b}\right)$ as shown in (Fig. 4.11).

$$
\begin{aligned}
& \left(K_{b}^{(1)}, A_{b}\right) \longrightarrow 2^{16} \text { (key, message) pairs } \\
& \left(K_{b}^{(2)}, A_{b}\right) \longrightarrow 2^{16} \text { (key, message) pairs } \\
& \left(K_{b}^{(3)}, A_{b}\right) \longrightarrow 2^{16} \text { (key, message) pairs } \\
& \left(K_{b}^{\left(2^{112}\right)}, A_{b}\right) \xrightarrow{\dot{-}} 2^{16} \text { (key, message) pairs }
\end{aligned}
$$

Figure 4.11: Generation of groups in the original biclique attack 39

```
Algorithm 1 :
Fix a base state \(A_{b}\)
for each \(2^{112}\) base keys \(\left(K_{b}^{\prime} s\right)\) and the fixed chosen \(A_{b}\)
do
    Generate \(2^{16}\left(\Delta_{i}^{k}, \nabla_{j}^{k}\right)\) combinations
    Generate corresponding \(2^{16} K[i, j]\)
    Construct a biclique structure using these
    \(2^{16} K[i, j]\)
    for each \(2^{16} K[i, j]\) do
                            1. Generate \(M[i, j]\) (where \(M[i, j]=\mathrm{Nbr}\)
                                \(\left.E_{\text {enc/dec }}\left(K[i, j], A_{b}\right)\right)\)
2. Perform meet-in-the-middle attack in the rest of the rounds
```

Figure 4.12: Steps of the original biclique attack in [39] using the base key $K_{b}$ and the base message $A_{b}$.

[^14]In this case, a single $A_{b}$ is chosen and repeated across all the groups whereas $2^{112}$ different $K_{b}^{\prime} s$ are used. The biclique algorithm for the attack is shown in Fig.4.12. In Algorithm 1, the specific $(i, j)$ tuple for which a match is found gives us the corresponding $K[i, j]$ and $M[i, j]$ as the desired inputs for compression function. The complexity of this attack when applied for searching preimages in AES-128 instantiated compression function is $2^{125.35}$ 37].

In the procedure described above, it can be seen that the attacker generates a chaining value $(M[i, j])$ of her own along with the preimage $(K[i, j])$. However, as already discussed, the $I V$ value is a public constant in the hash function setting and cannot be altered by the attacker. In the subsequent section, we show how to utilize variants of the above framework for launching second preimage attack on AES-128 based hash functions in different PGV modes with IV being fixed.

### 4.6 Second Preimage Attack on Hash Functions

In this section, we examine the feasibility of extending the biclique cryptanalysis technique for second preimage attack on AES-128 instantiated hash functions for all 12 PGV modes.

### 4.6.1 PGV Construction 1 - Matyas-Meyer-Oseas (MMO) Mode: $E_{h}(\mathbf{m}) \oplus \mathbf{m}$

Consider MMO based hash function (as shown in Fig. 4.13), where the (chaining variable, message block) tuple acts as the (key, plaintext) inputs respectively to block cipher $E$. In this case, the attacker is given $m=\left(m_{0}\left\|m_{1}\right\| p a d\right)$ and its corresponding hash value $h_{2}$. Her aim is to find another different message, $m^{\prime}$ that will produce the same $h_{2}$. To achieve so, the attacker can consider $m^{\prime}$ as ( $\left.m_{0}^{\prime}\left\|m_{1}\right\| p a d\right)$ where the second half of $m^{\prime}$ is same as message $m$ while for the first half, the attacker has to carry a biclique attack. For the first half, i.e., $h_{1}:=E_{I V}\left(m_{0}^{\prime}\right)$, the attacker knows $h_{1}$ and $I V$. Her aim is now to find a preimage $m_{0}^{\prime}$ which produces $h_{1}$ under the given $I V$. The attack steps are as follows:


Figure 4.13: Second Preimage attack on MMO based hash function

1. The attacker fixes $I V$ as the key input to the block cipher $E \&$ chooses a 128 -bit base message $A_{b}$.
2. Choice of biclique structure. In this case, the key input to the block cipher (i.e., $I V$ ) is fixed. The attacker has to choose a biclique structure such that the $\Delta_{i}$ and $\nabla_{j}$ trails only modify the message states and not the key states (since $I V$ cannot change) plus the biclique attack should have lowest search complexity. All the existing biclique trails in literature allow modification in the keys states as well, therefore, we construct new biclique trails to suit our needs.
3. We represent the $\Delta$ and $\nabla$ trails as $\Delta_{i}^{m}$ and $\nabla_{j}^{m}$ respectively. The biclique structure satisfying the above requirements is as shown in Fig. 4.14(a).


Figure 4.14: Biclique structure for MMO mode when key/ $I V$ is known
4. For the above biclique, she divides the 128 -bit message space into $2^{112}$ groups each having $2^{16}$ messages with respect to intermediate state $\# 3$ as shown in Fig. 4.14(a). The base messages are all 16 -byte values with two bytes (i.e., bytes 0 and 4) fixed to 0 whereas the remaining 14 -bytes taking all possible values
(shown in Fig. 4.15). The messages in each group ( $M[i, j]$ ) are enumerated with respect to the base message by applying difference as shown in Fig. 4.16. The proof for the claim that this base message (with the corresponding $\Delta_{i}$ and $\nabla_{j}$ differences) uniquely divides the message space into non-overlapping groups is given in Appendix A.1.


Figure 4.15: Base Message


Figure 4.16: $\Delta_{i}$ and $\nabla_{j}$ differences
5. The biclique covers 1.5 rounds (round 2 and round 3 upto Shift Rows operation). $\Delta_{i}^{m}$ trail activates byte 0 whereas $\nabla_{j}^{m}$ trail activates bytes $3,4,9$ and 14 of $\# 3$ state.
6. Meet-in-the-middle attack is performed on the rest 8.5 rounds. In the MITM phase, partial matching is done in byte 12 of state $\# 13$. In the backward direction, $\Delta_{i}^{m}$ trail activates 4 bytes in the plaintext i.e., byte $0,5,10$ and 15 whereas $\nabla_{j}^{m}$ activates all bytes. As such, during the recomputation phase, the 4 bytes of plaintext affected by both $\Delta_{i}^{m}$ and $\nabla_{j}^{m}$ trails need to be recomputed. Similar explanation can be provided for other bytes shown to be recomputed in Figs. 4.14(b) and 4.14(c). In the forward propagation (starting from round 4), $4+16+4=24$ S-boxes and in the backward propagation (starting from round 1), $4+16+16+4+1=41$ S-boxes are recomputed. Thus, a total of 65 S-boxes are involved in the recomputation process. One full AES encryption requires 200 S-box computations. As each group has $2^{16}$ messages, $C_{\text {recomp }}=2^{16} \times \frac{65}{200}=2^{14.3}$. Hence, $C_{\text {full }}=2^{112} \times 2^{14.3}=2^{126.3}$.
7. For the specific $(i, j)$ value which produces a match in the middle, the corresponding $M[i, j]$ i.e., xoring of $\# 3$ states in base computation, $\Delta_{i}$ and $\nabla_{j}$ trails (in Fig. 4.14(a) yields the plaintext $m_{0}^{\prime}$ for the block cipher E. The biclique algorithm, i.e., Algorithm 2 is as shown in Fig. 4.17.

Thus, with a time complexity of $\mathbf{2}^{\mathbf{1 2 6 . 3}}$, the attacker is able to find a $\left(I V, m_{0}^{\prime}\right)$ pair which produces hash value $h_{1}$ and $m^{\prime}=\left(m_{0}^{\prime}\left\|m_{1}\right\| p a d\right)$ forms a valid second preimage.

```
Algorithm 2:
Fix a base state }\mp@subsup{A}{b}{
for each 2112 base messages ( }\mp@subsup{A}{b}{\prime}\mathrm{ s) and a single base key i.e., IV
do
Generate 2 }\mp@subsup{}{}{16}(\mp@subsup{\Delta}{i}{m},\mp@subsup{\nabla}{j}{m})\mathrm{ combinations
Generate corresponding 2 }\mp@subsup{2}{}{16}M[i,j
Construct a biclique structure using these 2 }\mp@subsup{2}{}{16}M[i,j
for each 2'16}M[i,j] d
1. Perform meet-in-the-middle attack in the rest of the rounds
```

Figure 4.17: Steps of the new biclique attack when key input to the underlying block cipher is fixed and cannot be modified by the attacker for MMO mode.

### 4.6.2 PGV Construction 2 - Miyaguchi-Preneel Mode (MP) Mode: $\mathbf{E}_{\mathbf{h}}(\mathbf{m}) \oplus \mathbf{m} \oplus \mathbf{h}$

The MP mode is an extended version of MMO mode. The only difference between the two constructions is the fact that output of block cipher is xor'ed both with the plaintext input as well the chaining variable input. However, this does not demand any extra attack requirements and the second preimage attack on MP mode is exactly the same as that described on MMO mode.

### 4.6.3 PGV Construction 3 - Davies-Meyer (DM) Mode: $E_{m}(\mathbf{h}) \oplus$ h

In the DM based hash function (as shown in Fig. 4.18), the (chaining variable, message block) tuple acts as the (plaintext, key) inputs respectively to block cipher $E$.


Figure 4.18: Second Preimage attack on DM based hash function

We again inspect a similar scenario as described in 4.6.1, i.e., for a message $\mathrm{m}=$ ( $m_{0}\left\|m_{1}\right\|$ pad), the attacker is given its corresponding hash value $h_{2}$. Her aim is to find another different message $m^{\prime}$ that will produce the same $h_{2}$. Consider the hash function as concatenation of two compression functions - $E_{m_{0}}(I V)$ and $E_{m_{1} \| \text { pad }}\left(h_{1}\right)$. To get a valid second preimage, the attacker chooses $m^{\prime}$ as - ( $m_{0}^{\prime}\left\|m_{1}\right\|$ pad) i.e., she focuses on the first compression function and her aim is to find $m_{0}^{\prime}$ such that $E_{m_{0}^{\prime}}(I V)$ $=h_{1}$ when $I V$ and $h_{1}$ are known to the attacker. The attack steps are as follows:

1. The attacker fixes the $I V$ as the plaintext input to the block cipher.
2. Choice of biclique structure. Under the given attack scenario, since the message input, i.e., $I V$ is fixed, the attacker has to choose a biclique structure such that the $\Delta_{i}$ and $\nabla_{j}$ trails do not modify the plaintext state and the biclique attack has the lowest search complexity. The biclique structure satisfying the above requirements is given in Fig. $4.19(\mathrm{a}) \cdot{ }^{3}$


Figure 4.19: Biclique structure for DM mode when $I V /$ message input is known to the attacker

[^15]3. For the above biclique, she divides the 128 -bit key space into $2^{112}$ groups, each having $2^{16}$ keys with respect to subkey $\$ 0$ i.e., the master key as the base key as shown in Fig. 4.19(a). The base keys are all 16 -byte values with two bytes (i.e., bytes 0 and 1 ) fixed to 0 whereas the remaining 14-bytes taking all possible values (shown in Fig. 4.20). The keys in each group ( $K[i, j]$ ) are enumerated with respect to the base key by applying difference as shown in Fig. 4.21. It can be easily verified that this base key uniquely divides the key space into nonoverlapping groups.


Figure 4.20: Base Message


Figure 4.21: $\Delta_{i}$ and $\nabla_{j}$ differences
4. The biclique covers the first round. $\Delta_{i}$ trail activates byte 0 of $\$ 0$ subkey whereas $\nabla_{j}$ trail activates byte 1 of $\$ 0$ subkey.
5. The attacker then performs meet-in-the-middle attack on the rest of the 9 rounds. In the MITM phase, partial matching is done in byte 12 of state $\# 11$. In the forward propagation (starting from round 2 ), $2+16+16+4=38$ S-boxes and in the backward propagation (starting from round 10 ), $5+16+16+4+1=42 \mathrm{~S}-$ boxes need to be recomputed (as shown in Figs. 4.19(b) and 4.19(c)). 2 S-box recomputations in the key schedule are also required. Thus a total of 82 S -boxes are involved in recomputation process. One full AES encryption requires 200 S-box computations. As each group has $2^{16}$ keys, $C_{\text {recomp }}=2^{16} \times \frac{82}{200}=2^{14.6}$. Hence, $C_{\text {full }}=2^{112} \times 2^{14.6}=2^{126.6}$.
6. For the specific $(i, j)$ value which produces a match in the middle, the corresponding $K[i, j]$ forms the key $\left(m_{0}\right)$ for the block cipher $E$. The biclique algorithm, i.e., Algorithm 3 is given in Fig. 4.22.

Thus with a time complexity of $\mathbf{2}^{\mathbf{1 2 6 . 6}}$, the attacker is able to find a ( $I V, m_{0}^{\prime}$ ) pair which produces hash value $h_{1}$ and $m^{\prime}=\left(m_{0}^{\prime}\left\|m_{1}\right\| p a d\right)$ forms a valid second preimage.

The attack procedure on two block message for other constructions is similar to those discussed in Section 4.6.1-Section 4.6.3. Their results are given in Table 4.5.

### 4.7 Second Preimage attack on hash functions extended to messages with message length $\geq 3$.

The second preimage attack discussed in the previous sections can be extended to messages of any length $>2$ with same complexity as obtained for 2-block messages. To

## Algorithm 3 :

for each $2^{112}$ base keys ( $K_{b}^{\prime} s$ ) and the fixed chosen $I V$ do
Generate $2^{16}\left(\Delta_{i}^{k}, \nabla_{j}^{k}\right)$ combinations
Generate the corresponding $2^{16} K[i, j]$
Construct a biclique structure using these $2^{16} K[i, j]$
for each $2^{16} K[i, j]$ do

1. Perform meet-in-the-middle attack in the rest of the rounds

Figure 4.22: Steps of the new biclique attack when message input is fixed and known to the attacker under DM mode
demonstrate this, consider a MMO-based hash function with 3-block message as shown in Fig. 4.23. In this case, the attacker is given a message $m=\left(m_{0}\left\|m_{1}\right\| m_{2} \| p a d\right)$ and its corresponding hash value $h_{3}$. Her aim is to find another message $m^{\prime}$ such that $H\left(m^{\prime}\right)=H(m)$. The attacker knows $I V$ and the compression function $E$. She will choose any $m_{0}$ of her own choice, e.g., let $m_{0}=0$, and then calculate $h_{1}=E_{I V}(0)$. Once she knows $h_{1}$, the setting is reduced to the case discussed in Section 4.6.1, i.e., $h_{1}$ and $h_{2}$ are known to the attacker and her aim is to find $m_{1}^{\prime}$ such that $m^{\prime}=\left(0\left\|m_{1}^{\prime}\right\| m_{2} \| p a d\right)$ forms a valid second preimage. This can be found with a complexity of $2^{126.3}$ which is same as that shown for a 2-block message . Similarly, the attack can be applied on other long messages for all other PGV modes.


Figure 4.23: MMO base hash function with $|m|=3$

### 4.8 Summary

In this chapter, we discussed the application of biclique attack in hash function settings to find preimages. We reviewed a couple of existing biclique based preimage attacks on some dedicated hash functions and then evaluated the security of AES-128 based hash modes against second preimage attack. Specifically, we examined the applicability of biclique attack on all 12 PGV modes when instantiated with AES-128 and showed
that best biclique attack for finding preimages in AES-128 instantiated compression function did not translate to best attack for second preimage search under AES-128 based hash function settings. Similar attacks would work for AES-192 and AES-256 instantiated hash functions as well. A natural research extension to this work would be to apply the ideas discussed in this chapter to hash functions instantiated with other block ciphers. Another research direction can be to extend the methodology to carry out collision attacks on hash functions.

## Chapter 5

## Sliced Biclique Cryptanalysis of Type-2 Generalized Feistel Networks

In this chapter, we discuss another variant of biclique cryptanalysis termed as sliced biclique cryptanalysis. We revisit hash function settings and study the application of biclique cryptanalysis to generate collisions. All the biclique related attacks on block ciphers are carried out under the "unknown key settings" where the key used is unknown to the attacker and the main motive is to recover the secret key. However, this may not always be the case. Particularly, in the case of block cipher based hash modes such as Matyas-Meyer-Oseas (MMO) and Miyuguchi-Preneel (MP), initial vector $I V$ (which acts as the key to the underlying block cipher) is a fixed public constant assumed to be known apriori to the attacker. Such scenarios are called "known key settings" in the attack model. Under such conditions, the aim of the attacker is to find a property which distinguishes known key instantiations of target block cipher from random permutations 109,132 . These settings are considered much stronger from the attacker's point of view since she unwillingly loses some degree of freedom (as in MMO mode: $E_{C V}(M) \oplus M$, if the $C V$ is fixed, then the attacker can only choose the input and cannot manipulate the round injections) reducing chances of carrying out generic attacks such as finding full collisions. Until recently, most of the collision attacks on hash functions under MMO and MP modes were restricted to variants of generic attack such as pseudo-collisions [121] and near collisions [165]. In 99], Khovratovich used biclique technique to mount collisions and preimage attacks on Grøstl and Skein under known key settings. He proposed a variant of classical biclique technique used in [39 to carry out his attack. He termed this variant as sliced biclique cryptanalysis. Sliced biclique technique is a translation of the regular biclique technique applied to permutations, i.e., block ciphers with non-modifiable fixed key input. Though the results of this work are quite interesting, yet they have not been studied further. In this chapter, we discuss sliced biclique cryptanalysis and apply it to study Type-2 Generalized Feistel Network (GFN) based constructions under known key settings. Although the security
of GFNs have been studied earlier under known key settings [50, 68, 96, 148, 153], all these previous studies have utilized rebound attack technique 118 for their cryptanalysis. Hence, one of our aims was to investigate how other cryptanalytic techniques could be used to exploit non-ideal properties of generalized Feistel structures.

This chapter is organized as follows: We first discuss sliced biclique and sliced biclique based preimage attack in Section 5.1. We then describe Type-2 Generalized Feistel Network in Section 5.2 along with the current cryptanalytic results existing on it. In Section 5.3 we describe the notations used in this chapter followed by Section 5.4 which explains the important preliminaries. In Section 5.5, we present our distinguishing attack on 8 rounds of 4 branch, Type-2 GFN under fixed key settings. We use this distinguishing attack to show collision attack on 4-branch, Type-2 GFN based compression function in Section 5.6 followed by the extension of this attack to hash functions in Section 5.7. The collision attack on CLEFIA based hash function is discussed in Section 5.8. Finally in Section 5.9, a summary of this chapter is presented. The original contribution of this thesis is from Section 5.2 to Section 5.8.

### 5.1 Sliced Biclique Cryptanalysis

Sliced biclique cryptanalysis is a variant of biclique attack that works under the known key settings. At the core of this attack technique is the construction of sliced biclique. As against regular biclique, the term sliced biclique not only defines construction of a different biclique structure but also a different matching variable $v$ that will be used in the MITM phase of the sliced biclique attack. In the subsequent subsections, we first define a sliced biclique. This is followed by a description of the biclique structure constructed in the sliced biclique. We then discuss sliced biclique cryptanalysis by showing a preimage attack on block cipher based compression function using sliced biclique.

### 5.1.1 What is a sliced biclique ?

Let us consider the MMO mode, $H=E_{I V}(M) \oplus M$, where $I V$ is the initial chaining value acting as the key for the block cipher $E, M$ is the message and $H$ is the hash value produced. Since, we assume $I V$ to be public and hence known to the attacker, the cipher $E$ becomes a simple permutation, i.e., $H=E(M) \oplus M$.

Let $Q$ be an internal intermediate state within $E$ whose full state space is partitioned into sets of size $2^{2 d}$ represented as $Q_{i, j}$ where, variables $i$ and $j$ take all $d$-bit values for some constant $d$, i.e., $\left(0 \leq i, j \leq 2^{d}-1\right)$. Let $f$ be a sub-permutation within $E$ which maps $Q_{i, j}$ to another set of intermediate states $P_{i, j}$, i.e.,

$$
\forall i, j \quad Q_{i, j} \underset{f}{\rightarrow} P_{i, j}
$$



Figure 5.1: Sliced biclique for a permutation $E$ (99].

Let, $v$ be an intermediate state within $E$ that lies outside $f$, i.e., $v \in\{E \backslash f\}$. Further, let the computation of value of $v$ in the forward direction as a function of $P$ and in the backward direction as a function of $Q$ be denoted as $\overrightarrow{v_{i, j}}$ and $\overleftarrow{v_{i, j}}$ respectively (as shown in Fig. 5.1). A sliced biclique can then be defined as follows:

Definition 1 Sliced Biclique 99].
Given a permutation $E$ and intermediate states $Q_{i, j}, P_{i, j}$ and $v$ within $E$ as defined above, the states $Q_{i, j}$ and $P_{i, j}$ form a sliced biclique if, there exists a $v$ such that:

$$
\begin{array}{ll}
\forall i, j: & \overrightarrow{v_{i, j}}=\overrightarrow{v_{0, j}} \\
\forall i, j: & \overleftarrow{v_{i, j}}=\overleftarrow{v_{i, 0}}
\end{array}
$$

i.e., the value of intermediate state $v$ is only influenced by $j$ in the forward direction and by $i$ in the backward direction.

The choice of sub-permutation $f$ and partitioning of $Q$ into $Q_{i, j}$ is described in the next subsection.

### 5.1.2 Construction of biclique structure in a sliced biclique

The mapping $Q_{i, j} \rightarrow P_{i, j}$ in Fig. 5.1 represents the biclique structure in a sliced biclique. The attacker first selects an internal intermediate state $Q$ and partitions the full state space into sets of size $2^{2 d}$ represented as $Q_{i, j}$ where, $0 \leq i, j \leq 2^{d}-1$ for some $d$. Each set is defined by its base state $Q_{0,0}$ which is randomly selected by the attacker. She then choose two sets of differences $-\Delta_{i}$ and $\nabla_{j}$, and construct a biclique where:

$$
\begin{align*}
Q_{i, j} & =Q_{i, 0} \oplus \nabla_{j}  \tag{5.1}\\
P_{i, j} & =P_{0, j} \oplus \Delta_{i} \tag{5.2}
\end{align*}
$$

These $Q_{i, j}$ and $P_{i, j}$ are obtained using $2^{d} \Delta_{i}$ and $\nabla_{j}$ differentials as follows:


Figure 5.2: Boomerang quartet representation of biclique construction

1. The attacker computes, $Q_{0,0} \underset{f}{\rightarrow} P_{0,0}$ (base computation).
2. She then sets $Q_{0, j}=Q_{0,0} \oplus \nabla_{j}$
3. She computes $Q_{0, j} \underset{f}{\rightarrow} P_{0, j}$
4. She then sets $P_{i, j}=P_{0, j} \oplus \Delta_{i}\left(\Longrightarrow P_{i, 0}=P_{0,0} \oplus \Delta_{i}\right)$
5. She computes $Q_{i, j} \underset{f}{\leftarrow} P_{i, j}$

Now, here it can be seen that Eq. 5.2 has already been satisfied by definition. For Eq. 5.1 to satisfy, it is necessary that the states $Q_{0,0}, Q_{0, j}, Q_{i, 0}$ and $Q_{i, j}$ form a boomerang quartet (as shown in Fig. 5.2).

To achieve so, the attacker will choose $\Delta_{i}$ and $\nabla_{j}$ trails such that their propagation through $f$ do not share any active non-linear component between them. Then, the states $Q_{0,0}, Q_{0, j}, Q_{i, 0}$ and $Q_{i, j}$ are guaranteed to form a boomerang. The proof of this property has already been discussed in Section 3.1.2.1. Thus, both Eqs. 5.1, 5.2 will be satisfied and a biclique will be constructed. ${ }_{1}^{1}$ Each $Q_{0,0}$ defines one biclique structure consisting of $2^{2 d}$ intermediate states where, the parameter $d$ is called the dimension of the biclique.

### 5.1.3 Preimage attack using sliced biclique

In this section, we describe a preimage attack using sliced biclique technique. The attacker is given hash output $H=E(x) \oplus x$. Her aim is to find the preimage $x$.

To do so, the attacker considers the block cipher $E$ as a composition of two subpermutations: $E=f \circ g$ and splits the state space of intermediate state $Q$ into $2^{2 d}$ groups. For each group of $2^{2 d}$ states:

[^16]1. The attacker first constructs a biclique structure:

$$
\forall i, j \quad Q_{i, j} \underset{f}{\rightarrow} P_{i, j}
$$

as described in Section 5.1.2,
2. Once a biclique is constructed, the attacker the chooses an internal state $v \in g$ and computes its value both in the forward direction as a function of $P$ (denoted as $\overrightarrow{v_{i, j}}$ ) and in the backward direction as a function of $Q$ (denoted as $\overleftarrow{v_{i, j}}$ ) respectively for every ( $i, j$ ) pair.


Figure 5.3: Biclique Attack.

To compute $\overleftarrow{v}$ in the backward direction, the value of $E(M)$ is required (as shown in Fig. 5.3) which can be easily calculated by $E(M)=H \oplus M$. As discussed in Section 5.1.1, the attacker tries to choose a state $v$ such that in the forward direction it only depends on $j$ and in the backward direction it only depends on $i$, i.e.,: ${ }^{2}$

$$
\begin{array}{ll}
\forall i, j: & \overrightarrow{v_{i, j}}=\overrightarrow{v_{0, j}} \\
\forall i, j: & \overleftarrow{v_{i, j}}=\overleftarrow{v_{i, 0}}
\end{array}
$$

3. Let $\overrightarrow{v_{0, j}}=\overrightarrow{v_{j}}$ and $\overleftarrow{v_{i, 0}}=\overleftarrow{v_{i}}$. Finally, the attacker checks if:

$$
\exists i, j: \quad \overrightarrow{v_{j}}=\overleftarrow{v_{i}}
$$

If such an $(i, j)$ pair exists, the corresponding $Q_{i, j}$ becomes the preimage candidate. If not, then the attacker picks up another group of states and repeats the whole procedure.

Thus, there are two main differences between sliced biclique cryptanalysis and the regular biclique cryptanalysis:

1. The internal difference in the sliced biclique attack is caused from the state itself instead of the key schedule algorithm in the regular biclique cryptanalysis.

[^17]2. The biclique is limited to be sliced in the sliced-biclique cryptanalysis which results in a different partial matching process.

The flip side of this variant is that as compared to regular bicliques, the number of rounds attacked through sliced bicliques is smaller since the diffusion of $\Delta$ and $\nabla$ differences in the intermediate states is much quicker.

Complexity of the attack. The sliced biclique preimage attack comprises of 2 phases - biclique construction phase and MITM phase. Let the block cipher $E$ consist of $y$ rounds and the number of rounds covered in the biclique phase be $x$. This implies the number of rounds covered in the MITM phase is $y-x=z$. For each set of messages, in the biclique phase, since all $\Delta_{i} \neq \nabla_{j}$ and $\Delta_{i}$ trails are independent of $\nabla_{j}$ trails, the construction of biclique is simply reduced to computation of $\Delta_{i}$ and $\nabla_{j}$ trails independently which requires no more than $2.2^{d}$ computations of $f$, i.e.,

$$
\text { Complexity of biclique phase }=2^{d} \times \frac{x}{y}+2^{d} \times \frac{x}{y}=2^{d+1} \times \frac{x}{y}
$$

Similarly, in the MITM phase, the attacker needs to call each of $\overrightarrow{v_{j}}$ and $\overleftarrow{v_{i}}$ for $2^{d}$ times, i.e., a total of $2^{d+1}$ times. Let the number of rounds covered in the forward and backward direction be $a$ and $b$ respectively. Hence,

$$
\text { Complexity of MITM phase }=2^{d} \times \frac{a}{y}+2^{d} \times \frac{b}{y}=2^{d} \times \frac{a+b(=z)}{y}=2^{d} \times \frac{y-x}{y} .
$$

It is now easy to check that the overall complexity of sliced biclique preimage attack for one set of messages does not require more than $2^{d}$ full computations of $E$, i.e.,

$$
\text { Total Complexity }=2^{d+1} \times \frac{x}{y}+2^{d} \times \frac{y-x}{y}=2^{d} \times\left(1+\frac{x}{y}\right) \approx 2^{d} \text { since, } x \ll y
$$

If $m$ bicliques are constructed, then the total cost is $m \times 2^{d}$.
Khovratovich used sliced biclique based preimage attack to produce collisions and applied it to round-reduced Skein hash function. He showed a 6-round collision attack on Skein-512 with a complexity of $2^{224}$ and 11-round collision attack with a complexity of $2^{251}$. Similar attacks were also demonstrated on various rounds of Skein- 256 with the highest number of rounds attacked being 9 with a complexity of $2^{124}$. For further reading on sliced bicliques, one can refer to 99 .

### 5.2 Type-2 Generalized Feistel Network

Feistel structure is one of the basic building blocks of block ciphers and block ciphers based constructions. A Feistel network divides the input message into two sub-blocks
(or two branches). Generalized Feistel Networks (GFN) are variants of Feistel networks with more than two branches, i.e., a $k$-branch GFN partitions the input message into $k$ sub-blocks. They are sometimes favored over traditional Feistel scheme due to their high parallelism, simple design and suitability for low cost implementations. Many types of generalized Feistel schemes have been proposed and studied by researchers, as discussed in Section 2.3. Type-2 GFN in particular has seen wide adoption in well known block ciphers such as RC6 [145], SHAvite3 [27], CLEFIA [160], HIGHT [87] etc. Security analysis of generalized Feistel network 36, 85, 159, 177] has been an active area of research for past many years. In fact, a comprehensive study done by Bogdanov et al. in [42] suggests that Type-2 GFN and its variants are more robust and secure against differential and linear cryptanalysis as compared to Type-1 GFN. Hence, we choose Type-2 GFN (shown in Fig. 5.4) as the basis for our study.


Figure 5.4: 4 branch, Type-2 Generalized Feistel Structure with right cyclic shift.


Figure 5.5: Double SP Function.

Type-2 GFN with double SP layer. It is generally desired that the round function $F$ inside a generalized Feistel network should provide good diffusion and confusion properties. This is often realized by implementing $F$ as a substitution-permutation network (nonlinear S-box transformation followed by linear permutation) as part of the round function design. There is a general belief that increasing the number of active S-boxes provides higher security margin against certain attacks. In [42], Bogdanov and Shibutani stressed on the importance of double SP (substitution-permutation) layers in the round function of Feistel networks as opposed to the single SP layer in the traditional design. They analyzed several designs such as single SP, double SP, SPS (substitution-permutation-substitution) and multiple SP layers and showed that double SP (shown in Fig. 5.5) layer achieves maximum security with respect to the proportion of active S-boxes in all S-boxes involved against differential and linear cryptanalysis. They especially compared double SP structure with single SP and showed that for Type-1 and Type-2 GFNs, proportion of linearly and differentially active S-boxes in double SP instantiations is $50 \%$ and $33 \%$ higher respectively as compared to the single SP instantiation. Their research advocated a possibility of designing more efficient and secure block cipher based constructions using double SP layer. In [148], Sasaki presented a 7 -round distinguisher attack on 4-branch, type-2 GFN with double SP layer and a 6 -round near collision attack on the compression function based on the
same structure. Kumar et al. 50 further improved the distinguishing attack on 4branch, type-2 GFN with double SP layer by showing an 8-round distinguisher for the same. However, the form of truncated differential trails followed in [50, 148] cannot be used to launch collision attack when the above GFN structure is instantiated in compression function modes under known key settings. In our work, we construct an 8 -round distinguisher which can be then used to generate collisions in 4-branch, type-2 GFN with double SP instantiated compression function with a complexity lesser than brute force $\left(2^{64}\right)$ on 128 -bit block input. We achieve so with the help of sliced biclique cryptanalysis technique.

### 5.2.1 Our Contributions

The main contributions of this chapter are as follows:

1. We apply sliced biclique technique to construct an 8-round distinguisher on 4branch, Type-2 Generalized Feistel Network.
2. We use the distinguisher so constructed to demonstrate an 8-round collision attack on 4-branch, Type-2 GFN based compression functions (in MMO and MP mode) under known key settings with a complexity of $2^{56}$ (on 128 -bit hash output). The attack can be directly translated to collision attacks on Matyas-Meyer-Oseas (MMO) and (Miyaguchi-Preneel) MP mode based hash functions and pseudo-collision attacks on Davies-Meyer (DM) mode based hash functions.
3. When the round function $F$ is instantiated with double SP layer, we demonstrate the first 8 -round collision attack on 4 -branch, Type-2 GFN with double SP layer. This improves upon the 6 round near collision attack on the same structure by Sasaki in [148].
4. We investigate CLEFIA which is a real world-implementation of 4-branch, Type2 GFN and demonstrate an 8-round collision attack on CLEFIA based hash function with a complexity of $2^{56}$.

### 5.3 Notation

We consider 4-branch, type-2 generalized Feistel network for our attack. Following notation is followed in the rest of the sections.
$\mathbf{N}$ : Input message size (in bits)
n : Message word size (in bits) which is input to each branch,
i.e., $n=N / 4$
$\$ \mathbf{R}$ : Round $R$
$\$ \mathbf{R}_{\mathbf{p}}: \quad p^{t h}$ word in round $R$. Each round has 4 words corresponding to 4 partitions of 4 -branch GFN, i.e., $1 \leq p \leq 4$
$\$ \mathbf{R}_{\mathbf{p}}^{1} \quad: \quad l^{\text {th }}$ block of word $p$ in round $R$

### 5.4 Preliminaries

In this section, we give a brief overview of the key concepts used in our cryptanalysis technique to facilitate better understanding.

### 5.4.1 Type-2 Generalized Feistel Network (GFN) instantiated with double SP layer

One round of Type-2 GFN is shown in Fig. 5.6. A GFN with 4 branches divides the input B into four equal parts $\left[B_{1}, B_{2}, B_{3}, B_{4}\right]$. A round of Type- 2 GFN with left cyclic shift outputs $\left[F\left(B_{1}\right) \oplus B_{2}, B_{3}, F\left(B_{3}\right) \oplus B_{4}, B_{1}\right]$ for some keyed nonlinear function $F$ (42]. On the other hand, a round of Type-2 GFN with right cyclic shift outputs [ $\left.F\left(B_{3}\right) \oplus B_{4}, B_{1}, F\left(B_{1}\right) \oplus B_{2}, B_{3}\right]$ (as shown in Fig. 5.4) for round function $F$.


Figure 5.6: 4-branch, Type-2 Generalized Feistel Network with left cyclic shift.

The round transformation function $F$ when defined by non-linear $S$-box layer followed by a permutation layer $P$ exhibits substitution permutation structure. The permutation $P$ is generally implemented using standard MDS matrix. If this SP structure is applied twice one after another then it is called double SP, as shown in Fig. 5.5. Few reasons favoring double SP over single SP function are as follows 42:

- The second S-box in double SP provides larger number of active $S$ boxes when differential and linear attacks are applied.
- The second permutation layer in double SP structure limits the differential effect, i.e., number of differential trails resulting in same differential is smaller as compared to round function having single permutation layer.


### 5.4.2 $t$-bit Partial Target Preimage Attack

Let the output of a hash function H with initial chaining value $I V$ and message $M$ be denoted by $h$, i.e., $h=\mathrm{H}(I V, M)$. In this attack, when the attacker is given $t$-bits of $h$, his aim is to find a message $M^{\prime}$ such that the hash output $h^{\prime}=\mathrm{H}\left(I V, M^{\prime}\right)$ matches these $t$-bits of $h$ and at the same positions. The other bits of hash output $\mathrm{H}\left(I V, M^{\prime}\right)$ are generated randomly.

### 5.5 Distinguishing Attack on 4-branch, Type-2 GFN based Permutation

In this section, we present an 8 -round distinguisher on permutation $E_{k}$ (where $k$ is the key) which is an 8 -round, 4-branch, Type-2 Generalized Feistel Network using sliced biclique cryptanalysis. We assume that the S-box layer has good differential property and the P-layer implements standard MDS matrix. ${ }^{3}$ We also assume that the key $k$ (that is IV in the overlying hash function construction) is a fixed constant. The distinguishing property used by the distinguisher is as follows:

Distinguishing Property. Let $E_{k}$ be a block cipher with message size $N=128$ bits. The aim of the adversary is to collect $2^{16}$ (plaintext, ciphertext) pairs such that the XOR of the lower 16 bits of the third word in the plaintext and the lower 16 bits of the third word in the ciphertext (where each word is of size 32 -bits) is always a 16 -bit constant value chosen by the attacker, i.e.,

$$
\begin{equation*}
(\text { plaintext }){ }_{3}^{2} \oplus(\text { ciphertext })_{3}^{2}=\mathrm{constant} \tag{5.3}
\end{equation*}
$$

where, $\mid$ constant $\mid=16$-bits. ${ }^{4}$

In case of random permutation. When $E_{k}$ is a random permutation, the probability that any (plaintext, ciphertext) pair satisfies the desired property (as mentioned in Equation 5.3 ) is $2^{-16}$. This means that the expected time complexity to generate one such (plaintext, ciphertext) pair is $2^{16}$. Hence, expected time complexity to generate $2^{16}$ such (plaintext, ciphertext) pairs is $2^{32}$.

In case of $E$ instantiated with 4-branch, Type-2 GFN. For the illustration of our attack, we consider $N=128$-bit and $n=32$-bit each. The attacker first chooses a random base value $Q_{0,0}$ (as discussed in Section 5.1). Let $\Delta_{i}=(\overline{0} \overline{0}|i \overline{0}| \overline{0} \overline{0} \mid \overline{0} \overline{0})$ and $\nabla_{j}=(\overline{0} \overline{0}|\overline{0} j| \overline{0} \overline{0} \mid \overline{0} \overline{0})$ where $\left(0 \leq i, j \leq 2^{16}-1\right)$ be the $\Delta$ and $\nabla$ differences injected in Round 4. Here, each $\overline{0}$ represents $0^{16}$. The propagation of $\Delta_{i}$ trail (marked as ' $\mid$ ' in green) and $\nabla_{j}$ trail (marked as '-' in red) is shown in Fig. 5.7 and Fig. 5.8 respectively. In these figures, the four words shown in each round are the corresponding inputs to four branches at each round. In $\nabla_{j}$ trail, the attacker first injects the given $j$ difference in $\$ 4_{2}^{2}$ word only. As the $\nabla_{j}$ trail propagates as shown in Fig. 5.8, $\$ 4_{1}$ and $\$ 4_{4}$ words are subsequently affected. The dimension of this biclique is $d=16$.

It is easy to check that $\Delta_{i}$ and $\nabla_{j}$ trails are independent and do not share any non-linear components (shown in Fig. 5.9) between them in rounds 4 and 5. Thus, a
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Figure 5.7: $\Delta_{i}$ difference injection in Round 4 and its propagation.


Figure 5.8: $\nabla_{j}$ difference injection in Round 4 and its propagation.


Figure 5.9: 2-round biclique placed in Round 4-5.

2-round biclique (consisting of $2^{2 d}=2^{32}$ messages) is formed where the biclique covers rounds $\$ 4$ and $\$ 5$. Now the aim of the attacker is to find a matching variable $v$ which only depends on $\Delta_{i}$ trail in one direction and $\nabla_{j}$ trail in the other direction (as discussed in Section 5.1). Hence, from round 6 only $\nabla_{j}$ trail is propagated in the forward
direction and from round 3 only $\Delta_{i}$ trail is propagated in the backward direction (as shown in Fig. 5.10). At the end of $8^{t h}$ round it can be seen that $\$ 1_{3}^{2}$ (marked in yellow in Fig. 5.10) in the backward direction is not affected by the $\Delta_{i}$ trail (i.e., will be affected by $\nabla_{j}$ trail only) and $\$ 8_{3}^{2}$ (marked in yellow in Fig. 5.10) in the forward direction remains unaffected by the $\nabla_{j}$ trail (i.e., will be affected by $\Delta_{i}$ trail only). Through feed forward operation, 16 bits of $\$ 1_{3}^{2}$ can then be matched with 16 bits of $\$ 8_{3}^{2}$. Hence, in this attack we choose $\$ 8_{3}^{2}$ to be our matching variable $v$ and $|v|=16$ which is denoted by $t$.

Once the matching variable $v$ is obtained, as mentioned above, through our biclique attack, $2^{2 d}=2^{32}$ (plaintext, ciphertext) pairs are generated in a set. Out of these $2^{2 d}$ (plaintext, ciphertext) pairs, there exists $2^{2 d-t}=2^{16}$ (plaintext, ciphertext) pairs which match on matching variable $v$. In other words, if we XOR the lower 16 bits of the third word in the plaintext and the lower 16 bits of the third word in the ciphertext (i.e., at positions $\$ 1_{3}^{2}$ and $\$ 8_{3}^{2}$ respectively ), Equation 1 will always be satisfied. These $2^{16}$ (plaintext, ciphertext) pairs will be generated with a computational complexity of $2^{d}$ $=2^{16}$ (as discussed in Section 5.1) which is lower than the computational complexity of $2^{32}$ in case of random permutation. Hence, a valid distinguisher for $E$ when instantiated with 4 -branch, Type-2 GFN is constructed.

Similarly, our attack can be applied to messages of other sizes as well. In Table 5.1, we report the complexity values for our distinguisher attack on message inputs of different size.

Table 5.1: Complexity of our distinguishing attack on message inputs of different size. $N$ represents the input message size in bits and \#(P-C) pairs represent the number of plaintext-ciphertext pairs needed for our attack. The number of plaintext-ciphertext pairs depends on the size of matching variable $v$.

| $N$ | $n$ | $\#(\mathrm{P}-\mathrm{C})$ <br> pairs | Complexity of <br> our attack | Complexity of <br> random permutation |
| :---: | :---: | :---: | :---: | :---: |
| 64 | 16 | $2^{8}$ | $2^{8}$ | $2^{16}$ |
| 256 | 64 | $2^{32}$ | $2^{32}$ | $2^{64}$ |
| 512 | 128 | $2^{64}$ | $2^{64}$ | $2^{128}$ |



Figure 5.10: Matching in 8 rounds of 4 -branch Type-2 GFN with right cyclic shift.

### 5.6 Collision Attack on 4-branch, Type-2 GFN based compression function

The distinguisher constructed in the previous section can be used to launch collision attack on 4-branch, Type-2 GFN based compression function as described below. We assume the compression function to be in MMO mode and the output is assumed to be of $N=128$-bits.

- The attacker first chooses a $t$-bit constant of his choice.
- In the above attack, the attacker then finds a matching variable $v$, where $|v| \leq t$. In our attack, $|v|=t=16$ bits.
- There are $2^{2 d}=2^{32}$ messages in a biclique set. Out of these $2^{2 d}$ messages, only $2^{2 d-t}$ messages will match on $v$. This means that out of $2^{32}$ messages only $2^{16}$ messages will survive the MITM phase.
- In other words, it can be said that the attacker has generated $2^{16} t$-bit partial target preimages with these $t$-bits equal to an arbitrarily chosen constant selected in first step.
- These $2^{16} t$-bit partial target preimages collide on $t=16$ bits. Hence, if the attacker generates $2^{(N-t) / 2}$ such preimages which collide on $t$-bits, there exists a colliding pair with high probability which collide on the remaining $N-t$ bits as well. Thus, the attacker will generate $2^{(128-16) / 2}=2^{56}$ such $t$-bit partial target preimages to obtain a collision on complete hash output $H$ with high probability.
- Now, one sliced biclique generates $2^{16} t$-bit partial target preimages. Hence, to generate $2^{56}$ such preimages, the attacker needs to construct $2^{56-16}=2^{40}$ sliced bicliques (or, $2^{(N-t) / 2-(2 d-t)}$ bicliques where, $2^{(N-t) / 2}=2^{56}$ and $2^{(2 d-t)}=2^{16}$ ).

Complexity of the collision attack. Since the computational complexity of performing sliced biclique attack once is $2^{d}=2^{16}$ (as discussed in Section 5.1), hence computational complexity of running sliced biclique attack $2^{40}$ times is $2^{40} \times 2^{16}=$ $2^{56}$. Therefore, given $I V$, the complexity to find a pair of messages $\left(M, M^{\prime}\right)$ such that $\mathrm{CF}(I V, M)=\mathrm{CF}\left(\mathrm{IV}, M^{\prime}\right)$, when CF (i.e., compression function) is instantiated with 8 -rounds of 4-branch type-2 GFN is $2^{56}\left(<2^{64}\right.$ brute-force attack). The compression function output is of 128 -bits size. In general, the complexity of the attack is given by the following formula:

$$
\text { Complexity }=2^{\frac{(N-t)}{2}-(2 d-t)} \times 2^{d} .
$$

For the purpose of illustration, we show the cost of our attack for various other message sizes in Table 5.2.

Table 5.2: Complexity of our 8-round collision attack on message inputs of different size. $N$ represents the input message size in bits, $n$ represents the branch word size in bits and $t$ represents the size of matching variable $v$ in bits. In our attack $d=t$ always.

| $N$ | $n$ | $t$ | Complexity of <br> our attack | Brute force <br> complexity |
| :---: | :---: | :---: | :---: | :---: |
| 64 | 16 | 8 | $2^{28}$ | $2^{32}$ |
| 128 | 32 | 16 | $2^{56}$ | $2^{64}$ |
| 256 | 64 | 32 | $2^{112}$ | $2^{128}$ |
| 512 | 128 | 64 | $2^{224}$ | $2^{256}$ |

Since we need to store all the partial preimages to find a colliding pair, memory required is of the order of $2^{56}$ (for 128 -bit output). However, it is mentioned in [99] that memoryless equivalents of these attacks do exist.

Collision Attack on 4-branch Type-2 GFN with Double SP layer. The above attack technique is generic and independent of the internal F-function structure. Hence, if we instantiate the round function $F$ with double SP-layer, the above attack can be directly translated to 8-round collision attack on 4-branch, Type-2 GFN with double SP layer based compression function with a complexity of $2^{56}$. This improves the 6 -round near collision attack on the same structure shown by Sasaki in [148]. In Table 5.3 we compare our result with the previous cryptanalysis results on 4-branch, Type-2 GFN with double SP layer.

Table 5.3: Comparison of our results with previous cryptanalytic results on 4-branch, Type-2 GFN with double SP layer.

| Rounds | Attack Type | Reference |
| :---: | :---: | :---: |
| 6 | Near Collisions | 148 |
| 7 | Distinguishing | 148 |
| 8 | Distinguishing | 50 |
| 8 | Distinguishing | Section |
| 8 | Full Collisions | Section |
|  | 5.6 |  |

As discussed above, since the attack technique is generic, presence of multiple SP layers in the round function $F$ does not provide any extra resistance against sliced biclique attack as compared to double SP layer. In fact, in our collision attack neither
the attack complexity nor the the number of rounds attacked change if double SP layer is replaced by multiple SP layers. This is in contrast to attacks such as rebound attacks [118], where the number of SP layers inside the round function $F$ influence the number of rounds attacked [50, 68, 96, 148, 153] in Generalized Feistel Networks.

### 5.7 Collision Attack on Hash Functions

In this attack, given the IV, the aim of the attacker is to find a pair of messages ( $M$, $M^{\prime}$ ) such that $H(M)=H\left(M^{\prime}\right)$. To do so, the attacker first finds two messages $M_{1}$ and $M_{1}^{\prime}$ which collide to same hash value $h_{1}$ using collision attack technique described in Section 5.6 with a complexity of $2^{56}$. Now he concatenates any message $M_{2}$ with $M_{1}$ and $M_{1}^{\prime}$ (as shown in Fig. 5.11) such that $H\left(M_{1} \| M_{2}\right)=H\left(M_{1}^{\prime} \| M_{2}\right)$. Message $M_{2}$ can also be chosen such that it satisfies padding restrictions (where length of input message is appended at the end) if required. In this way, collision attack can be carried out on 4-branch, Type-2 GFN with double SP layer based hash function with a complexity of $2^{56}$. Since we assume known key settings (i.e., key part to the underlying block cipher is known to the attacker), hence this attack can be used to generate collisions in MP and MMO based hash functions but pseudo collisions in DM based hash functions.


Figure 5.11: Collision Attack.

### 5.8 8-Round Collision Attack on CLEFIA based Compression Function

In this section, we investigate CLEFIA which is a real world-implementation of 4branch, Type-2 GFN. In the attacks discussed in Section 5.5 and Section 5.6, we considered 4-branch, Type-2 GFN with double SP layer where right cyclic shift is applied on the message sub-blocks at the end of each round. This was done to facilitate direct comparison with previous results [50, 148] on the same structure. However in [180], Type-2 GFN's have been defined with left cyclic shift and is followed in all the practical implementations of Type-2 GFN structure - e.g., RC6 145, CLEFIA [160],

HIGHT 87] etc. Since, left and right cyclic shifts are equivalent hence, similar attack procedure (as discussed in Section 5.6) can be applied on CLEFIA as well but with different $\Delta_{i}$ and $\nabla_{j}$ trails. CLEFIA is a 128 -bit block cipher and supports three key lengths - 128-bit, 192-bit and 256-bit. The number of rounds correspondingly are 18, 22 and 26. In this section, we examine CLEFIA with 128 -bit key size. ${ }^{5} W K_{0}$ and $W K_{1}$ represent the whitening keys at the start of the cipher. Each round has two 32 -bit round keys $R K_{2 i-2}$ and $R K_{2 i-1}$ (where, $1 \leq i \leq 18$ ).


Figure 5.12: $\Delta_{i}$ difference injection in Round 4 and its propagation


Figure 5.13: $\quad \nabla_{j}$ difference injection in Round 5 and its propagation


Figure 5.14: 1-round biclique placed in Round 4

In this attack, let $\Delta_{i}=(i \overline{0}|\overline{0} \overline{0}| \overline{0} \overline{0} \mid \overline{0} \overline{0})$ be the $\Delta$ difference injected in Round 4 and $\nabla_{j}=(\overline{0} \overline{0}|j \overline{0}| \overline{0} \overline{0} \mid \overline{0} \overline{0})$ be the $\nabla$ difference injected in Round 5, where the variables $i$ and $j$ can take all 16 -bit values, i.e., $0 \leq i, j \leq 2^{16}-1$. Here, each $\overline{0}$ represents $0^{16}$. The attacker first chooses a random base value $Q_{0,0}$ and then injects the $\Delta_{i}$ and $\nabla_{j}$ differences accordingly. The propagation of $\Delta_{i}$ trail (marked as ' $\mid$ ' in green) and $\nabla_{j}$ trail (marked as '-' in red) is shown in Fig. 5.12 and Fig. 5.13 respectively. The dimension of this biclique is $d=16$. It is easy to check that $\Delta_{i}$ and $\nabla_{j}$ trails are independent and do not share any non-linear components (shown in Fig. 5.14) between them in round 4. Thus a 1-round biclique (consisting of $2^{2 d}=2^{32}$ messages) is formed in $\$ 4$ round.

From round 5, only $\nabla_{j}$ trail is propagated in the forward direction and from round 3 only $\Delta_{i}$ trail is propagated in the backward direction (as shown in Fig. 5.15). At the end of $8^{\text {th }}$ round it can be seen that $\$ 1_{3}^{2}$ (marked in yellow in Fig. 5.15) in the backward direction is not affected by $\Delta_{i}$ trail and $\$ 8_{3}^{2}$ (marked in yellow in Fig. 5.15) in the forward direction remains unaffected by $\nabla_{j}$ trail. Through feed forward operation, 16 bits of $\$ 1_{3}^{2}$ can then be matched with 16 bits of $\$ 8_{3}^{2}$. Hence, in this attack we choose $\$ 8_{3}^{2}$ to be our matching variable $v$. The steps of collision attack for CLEFIA are exactly the same as discussed in Section 5.6 and Section 5.7. Therefore, we can generate collisions in 8-rounds of CLEFIA based hash function with a complexity of $2^{56}$.
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### 5.9 Conclusions

In this chapter, we discussed another variant of biclique cryptanalysis termed as sliced biclique cryptanalysis technique We applied the sliced biclique technique to show collision attack on 8 -rounds of 4 -branch, type- 2 GFN. When it is instantiated with double SP layer, we presented the first 8-round collision on 4-branch, type-2 GFN with double SP layer. It would be interesting to apply sliced biclique technique to attack other potential targets. One possible extension can be to apply this attack technique on 2-branch, Type-2 GFN such as Shavite-3 etc.


Figure 5.15: Matching in 8 rounds of CLEFIA

## Chapter 6

## Multiset based Meet-in-the-Middle Attack on ARIA-192 and ARIA-256

In this chapter, we again switch back to block cipher cryptanalysis and discuss yet another variant of meet-in-the-middle attacks termed as multiset attacks. For the attacks under single key model, the best attack for AES in terms of highest number of rounds cryptanalyzed, is attributed to biclique based key recovery attacks proposed by Bogdanov et al. [39]. However, the flip side of this attack is its very high time complexity and just marginal gain over brute-force. After the biclique attacks, the next best attack on AES in the single key model (in terms of number of rounds cryptanalyzed) is the meet-in-the middle based multiset attack first proposed by Dunkelman et al. in 71.

For AES block cipher, the meet-in-the-middle attack model was first introduced by Demirci et al. in FSE'08 [60], where they improved the collision attack proposed by Gilbert and Minier [79]. Their attack involved constructing a set of functions which mapped one active byte in the first round to another active byte after 4-rounds of AES. This set of functions were dependent on 25 parameters only and could be described using a table of $2^{25}$ ordered 256 -byte sequence of entries. This table was precomputed and stored, thus allowing building a 4 -round distinguisher and attacking upto 8 rounds of AES. Combined with data/time/memory tradeoff, this attack was applied to analyze 7-round AES-192 and 8-round AES-256. Demirci et al.'s attack on AES was improved by Dunkelman et al. in 71 who proposed multiset attack which replaced the idea of storing 256 ordered byte sequences with 256 unordered byte sequences (with multiplicity). This reduced both memory and time complexity of MITM attack on AES by reducing the number of parameters to 23 . They also introduced the novel idea of differential enumeration technique which employed a truncated differential characteristic to significantly lower the number of parameters required to construct the multiset from 23 to just 16 , thus further decreasing the attack complexities on AES. Their cryptanalysis resulted in a 7 -round attack on AES-128 and 8-round attack on AES-192 and AES-256. Derbez at al. in 61 improved Dunkelman et al.'s attack by refining the differential

Table 6.1: Comparison of meet-in-the-middle based cryptanalytic attacks on AES 1

| Target | Rounds | Time | Data | Memory | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AES-128 | 7 | $2^{116}$ | $2^{116}$ | $2^{116}$ | 71 |
|  | 7 | $2^{99}$ | $2^{99}$ | $2^{96}$ | 61 |
| AES-192 | 8 | $2^{208}$ | $2^{32}$ | $2^{206}$ | 60 |
|  | 8 | $2^{172}$ | $2^{113}$ | $2^{129}$ | 71 |
|  | 8 | $2^{172}$ | $2^{107}$ | $2^{96}$ | 61 |
|  | 8 | $2^{208}$ | $2^{32}$ | $2^{206}$ | 60 |
|  | 8 | $2^{196}$ | $2^{113}$ | $2^{129}$ | 71 |
|  | 9 | $2^{196}$ | $2^{107}$ | $2^{96}$ | 61 |

enumeration technique. By using rebound-like techniques [118], they showed that the number of reachable multisets are much lower than those counted in Dunkelman et al.'s attack. The number of possible mutisets now depended on just 10 parameters giving the best attack on AES-128. This improvement allowed mounting of comparatively more efficient attacks on AES and also enabled extension of number of rounds attacked for AES-256. Table 6.1, summarizes the cryptanalytic results of these attacks.

Though the results of this line of work are quite interesting, yet they have not been explored further. In this chapter, we investigate the Korean encryption standard ARIA and study the effectiveness of multiset attacks on it. The rest of the chapter is organized as follows: In Section 6.1, we describe ARIA and present the current cryptanalytic results existing on it. We also discuss some of the challenges existing in these results. This is followed by Section 6.2 where we mention the notation followed throughout the chapter. In Section 6.3, we give details of our distinguisher on 4-rounds of ARIA. In Section 6.4, we present our 7-round attack followed by Section 6.5, where we demonstrate our 8-round attack on ARIA and show the recovery of the secret key. Finally in Section 6.6, we summarize and conclude our chapter. The original contribution of this thesis is from Section 6.2 to Section 6.5.
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### 6.1 Block Cipher ARIA

The block cipher ARIA, proposed by Kwon et al. [114, is a 128-bit block cipher that adopts substitution-permutation network (SPN) structure similar to AES [57] and supports three key sizes: 128-bit, 192-bit and 256-bit. The first version of ARIA (version 0.8 ) had $10 / 12 / 14$ rounds for key sizes of $128 / 192 / 256$ respectively and only two kinds of S-boxes were employed in its substitution layer [46, 178]. Later ARIA version 0.9 was announced at ICISC 2003 [114] in which four kinds of S-boxes were used. This was later upgraded to ARIA version 1.0 [77], the current version, which was standardized by Korean Agency for Technology and Standards (KATS) - the government standards organization of South Korea as the 128-bit block encryption algorithm (KS X 1213) in December, 2004. In this version, the number of rounds were increased to 12/14/16 and some modifications in the key scheduling algorithm were made. ARIA has also been adopted by several standard protocols such as IETF (RFC 5794 [113]), SSL/TLS (RFC 6209 [104]) and PKCS \#11 [115] thereafter.

For block cipher ARIA, the 128-bit internal state and the key state are treated as a byte matrix of $4 \times 4$ size, where the bytes are numbered from 0 to 15 column wise (as shown in Fig. 6.1). Each round consists of 3 basic operations (as shown in Fig. 6.2):

| 0 | 4 | 8 | 12 |
| :--- | :--- | :--- | :--- |
| 1 | 5 | 9 | 13 |
| 2 | 6 | 10 | 14 |
| 3 | 7 | 11 | 15 |



Figure 6.1: Byte numbering in a state of ARIA

Figure 6.2: $i^{\text {th }}$ round of ARIA.

1. Add Round Key (ARK) - This step involves an exclusive-or operation with the round subkey. The key schedule of ARIA consists of two phases:

- A nonlinear expansion phase, in which the 128 -bit, 192-bit or 256 -bit master key is expanded into four 128 -bit words $W_{0}, W_{1}, W_{2}, W_{3}$ by using a 3 -round 256-bit Feistel cipher.
- A linear key schedule phase in which the subkeys are generated via simple XORs and rotation of $W_{0}, W_{1}, W_{2}, W_{3}$ each.

2. Substitution Layer (SL) - It uses four types of 8-bit S-boxes $S_{1}, S_{2}$ and their inverses $S_{1}^{-1}$ and $S_{2}^{-1}$. Each S-Box is defined to be an affine transformation of the inversion function over $\operatorname{GF}\left(2^{8}\right)$. The $S_{1}$ S-box is the same as that used in AES. ARIA has two types of substitution layers for even and odd rounds respectively.

In each odd round, the substitution layer is $(L S, L S, L S, L S)$ where $L S=\left(S_{1}\right.$, $S_{2}, S_{1}^{-1}, S_{2}^{-1}$ ) operates one column and in each even round, the substitution layer is $\left(L S^{-1}, L S^{-1}, L S^{-1}, L S^{-1}\right)$ where $L S^{-1}=\left(S_{1}^{-1}, S_{2}^{-1}, S_{1}, S_{2}\right)$ operates on one column as well.
3. Diffusion Layer ( $D L$ ) - This layer consists of a $16 \times 16$ involutional binary matrix with branch number 8. Given an input state y and output state $z$, the diffusion layer is defined as:

$$
\begin{aligned}
z[0] & =y[3] \oplus y[4] \oplus y[6] \oplus y[8] \oplus y[9] \oplus y[13] \oplus y[14] \\
z[1] & =y[2] \oplus y[5] \oplus y[7] \oplus y[8] \oplus y[9] \oplus y[12] \oplus y[15] \\
z[2] & =y[1] \oplus y[4] \oplus y[6] \oplus y[10] \oplus y[11] \oplus y[12] \oplus y[15] \\
z[3] & =y[0] \oplus y[5] \oplus y[7] \oplus y[10] \oplus y[11] \oplus y[13] \oplus y[14] \\
z[4] & =y[0] \oplus y[2] \oplus y[5] \oplus y[8] \oplus y[11] \oplus y[14] \oplus y[15] \\
z[5] & =y[1] \oplus y[3] \oplus y[4] \oplus y[9] \oplus y[10] \oplus y[14] \oplus y[15] \\
z[6] & =y[0] \oplus y[2] \oplus y[7] \oplus y[9] \oplus y[10] \oplus y[12] \oplus y[13] \\
z[7] & =y[1] \oplus y[3] \oplus y[6] \oplus y[8] \oplus y[11] \oplus y[12] \oplus y[13] \\
z[8] & =y[0] \oplus y[1] \oplus y[4] \oplus y[7] \oplus y[10] \oplus y[13] \oplus y[15] \\
z[9] & =y[0] \oplus y[1] \oplus y[5] \oplus y[6] \oplus y[11] \oplus y[12] \oplus y[14] \\
z[10] & =y[2] \oplus y[3] \oplus y[5] \oplus y[6] \oplus y[8] \oplus y[13] \oplus y[15] \\
z[11] & =y[2] \oplus y[3] \oplus y[4] \oplus y[7] \oplus y[9] \oplus y[12] \oplus y[14] \\
z[12] & =y[1] \oplus y[2] \oplus y[6] \oplus y[7] \oplus y[9] \oplus y[11] \oplus y[12] \\
z[13] & =y[0] \oplus y[3] \oplus y[6] \oplus y[7] \oplus y[8] \oplus y[10] \oplus y[13] \\
z[14] & =y[0] \oplus y[3] \oplus y[4] \oplus y[5] \oplus y[9] \oplus y[11] \oplus y[14] \\
z[15] & =y[1] \oplus y[2] \oplus y[4] \oplus y[5] \oplus y[8] \oplus y[10] \oplus y[15]
\end{aligned}
$$

In the last round, diffusion layer is replaced by key xoring to generate the ciphertext.
Key Schedule Algorithm of ARIA. The key schedule algorithm of ARIA [113] is divided into two phases - Initialization phase and Round Key Generation phase. In the initialization phase, first the master key $K$ is expanded into a 256 -bit value as follows:

$$
K L\|K R=K\| 0 \ldots 0
$$

where, $|K L|=|K R|=128$-bits and number of zeroes padded to $K$ equals 128, 64 and 0 for $|K|$ equal to 128,192 and 256 -bits respectively.


Figure 6.3: Generation of four 128-bit words, $W_{0}, W_{1}, W_{2}$ and $W_{3}$ through a 3-round Feistel.

Then, four 128-bit values $W_{0}, W_{1}, W_{2}$ and $W_{3}$ are set as ( shown in Fig. 6.3):

$$
\begin{align*}
& W_{0}=K L  \tag{6.1}\\
& W_{1}=F_{o}\left(W_{0}, C K_{1}\right) \oplus K R  \tag{6.2}\\
& W_{2}=F_{e}\left(W_{1}, C K_{2}\right) \oplus W_{0}  \tag{6.3}\\
& W_{3}=F_{o}\left(W_{2}, C K_{3}\right) \oplus W_{1} \tag{6.4}
\end{align*}
$$

where, $F_{o}$ and $F_{e}$ are ARIA odd and even round functions and $C K_{1}, C K_{2}$ and $C K_{3}$ are pre-defined constants. In the round key generation phase, the following round subkeys are generated as follows:

$$
\begin{align*}
& K_{1}=W_{0} \oplus\left(W_{1} \ggg 19\right)  \tag{6.5}\\
& K_{2}=W_{1} \oplus\left(W_{2} \ggg 19\right)  \tag{6.6}\\
& K_{3}=W_{2} \oplus\left(W_{3} \ggg 31\right)  \tag{6.7}\\
& K_{4}=\left(W_{0} \ggg 19\right) \oplus W_{3}  \tag{6.8}\\
& K_{5}=W_{0} \oplus\left(W_{1} \ggg 31\right)  \tag{6.9}\\
& K_{6}=W_{1} \oplus\left(W_{2} \ggg 31\right)  \tag{6.10}\\
& K_{7}=W_{2} \oplus\left(W_{3} \ggg 31\right)  \tag{6.11}\\
& K_{8}=\left(W_{0} \ggg 31\right) \oplus W_{3}  \tag{6.12}\\
& K_{9}=W_{0} \oplus(W 1 \lll 61) \tag{6.13}
\end{align*}
$$

The key schedule algorithm of ARIA has been designed such that it does not allow the recovery of the actual secret key given any full round key. For further details, one can refer (113].

Previous cryptanalytic results on ARIA. ARIA block cipher has been subjected to reasonable cryptanalysis in the past 12 years since its advent. In [30], Biryukov et al. analyzed the first version (version 0.8) of ARIA and presented several attacks such as truncated differential cryptanalysis, dedicated linear attack, square attack etc. against reduced round variants of ARIA. In the official specification document of ARIA [114], the ARIA developers analyzed the security of ARIA against many classical cryptanalyses such as differential and linear cryptanalysis, impossible and higher order differential cryptanalysis, slide attack, interpolation attack etc. and claimed that ARIA has better resistance against these attacks as compared to AES. In [176], Wu et al. presented a 6 -round impossible differential attack against ARIA which was improved in terms of attack complexities by Li et al. in [123]. In [124], Li et al. presented a 6-round integral attack on ARIA followed by Fleischmann et al. [76] who demonstrated boomerang attacks on 5 and 6 rounds of ARIA. Du et al. in [69], extended the number of rounds by one and demonstrated a 7 -round impossible differential attack on ARIA-256. In 168], Tang et al., applied meet-in-the-middle (MITM) attack to break 7 and 8-rounds of ARIA-192/256 and is the best attack on ARIA so far. In Table 6.2, we summarize all the existing attacks on ARIA version 1.0.

The security of ARIA has not been analyzed after Fleischmann et al.'s attack in Indocrypt 2010 [76]. This motivated us to investigate the effectiveness of multiset attack on ARIA. In this work, we improve the attack complexities of the 7 and 8-rounds of ARIA-192/256. We construct a new 4-round distinguisher for ARIA. Using this distinguisher, our subkey recovery attacks significantly reduce the data/time/memory complexities of 7-round attack on ARIA-192/256 and time and memory complexities of 8 -round attack on ARIA-256 as compared to the previous best attack complexities reported in [168]. The key schedule algorithm of ARIA does not allow recovery of master key from a subkey unlike AES [57]. This is likely the reason why none of the previous attacks have shown the secret key retrieval on any ARIA variant. However, depending upon the key expansion of ARIA, recovery of specific subkeys allows extracting the secret key. In our 7 and 8-round attack on ARIA-192/256, we exploit this key scheduling property to demonstrate the secret key recovery in ARIA. To the best of our knowledge, we are the first to demonstrate the actual secret key recovery attack on ARIA.

### 6.1.1 Our Contribution.

The main contributions of this chapter are as follows:

- We present the best 7 -round key recovery attack on ARIA 192/256 and 8-round attack on ARIA-256.
- We apply multiset attack to construct a new 4-round distinguisher on ARIA-192 and ARIA-256.

Table 6.2: Comparison of cryptanalytic attacks on ARIA version 1.0. The entries are arranged in terms of decreasing time complexities for each category of attacked rounds.

| Rounds <br> attacked | Attack type | Time complexity | Data complexity | Memory complexity | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | Boomerang Attack | $2^{110}$ | $2^{109}$ | $2^{57}$ | 76 |
|  | Integral Attack | $2^{76.7}$ | $2^{27.5}$ | $2^{27.5}$ | 124 |
|  | Impossible Differential | $2^{71.6}$ | $2^{71.3}$ | $2^{72}$ | 123 |
|  | Meet-in-the-middle | $2^{65.4}$ | $2^{25}$ | $2^{122.5}$ | 168 |
| 6 | Integral Attack | $2^{172.4}$ | $2^{124.4}$ | $2^{124.4}$ | 124 |
|  | Meet-in-the-middle | $2^{121.5}$ | $2^{56}$ | $2^{122.5}$ | 168 |
|  | Impossible Differential | $2^{112}$ | $2^{121}$ | $2^{121}$ | 176 |
|  | Boomerang Attack | $2^{108}$ | $2^{128}$ | $2^{56}$ | 76 |
|  | Impossible Differential | $2^{104.5}$ | $2^{120.5}$ | $2^{121}$ | 123 |
| 7 | Impossible Differential | $2^{238}$ | $2^{125}$ | $2^{125}$ | 69 |
|  | Boomerang Attack | $2^{236}$ | $2^{128}$ | $2^{184}$ | 76 |
|  | Meet-in-the-middle | $2^{185.3}$ | $2^{120}$ | $2^{187}$ | 168 |
|  | Meet-in-the-middle (ARIA-192) | $2^{135.1}$ | $2^{113}$ | $2^{130}$ | Sec. 6.4 |
|  | Meet-in-the-middle (ARIA-256) | $2^{136.1}$ | $2^{115}$ | $2^{130}$ | Sec. 6.4 |
| 8 | Meet-in-the-middle (ARIA-256) | $2^{251.6}$ | $2^{56}$ | $2^{252}$ | 168 |
|  | Meet-in-the-middle (ARIA-256) | $2^{245.9}$ | $2^{113}$ | $2^{138}$ | Sec. 6.5 |

- Our 7-round attack on ARIA-192 has data/time/memory complexity of $2^{113}$, $2^{135.1}$ and $2^{130}$ respectively.
- Our 7-round attack on ARIA-256 has data/time/memory complexity of $2^{115}, 2^{136}$ and $2^{130}$ respectively.
- Our 8-round attack on ARIA-192/256 has data/time/memory complexity of $2^{113}$, $2^{245.6}$ and $2^{138}$ respectively.
- We demonstrate the first master key recovery on our attacks on ARIA-192/256.

Our results are summarized in Table 6.2,

### 6.2 Preliminaries

In this section, we mention the key notations and definitions used in our cryptanalysis technique to facilitate better understanding.

### 6.2.1 Notations and Definitions

The following notations are followed in this chapter.

| $\mathbf{P}$ | $:$ | Plaintext |
| :--- | :--- | :--- |
| $\mathbf{C}$ | $:$ | Ciphertext |
| $\mathbf{k}_{\mathbf{i}}$ | $:$ | Subkey of round $i$ |
| $\mathbf{k}_{\mathbf{i}}^{*}$ | $:$ | $D L^{-1}\left(k_{i}\right)$, where, $D L^{-1}$ is the inverse diffusion layer |
| $\mathbf{X}_{\mathbf{i}}$ | $:$ | State obtained after ARK in round $i$ |
| $\mathbf{Y}_{\mathbf{i}}$ | $:$ | State obtained after SL in round $i$ |
| $\mathbf{Z}_{\mathbf{i}}$ | $:$ | State obtained after DL in round $i$ |
| $\boldsymbol{\Delta}_{\mathbf{x}}$ | $:$ | Difference in a state s |
| $\mathbf{S}_{\mathbf{i}}[\mathbf{m}]$ | $:$ | $m^{t h}$ byte of a state s in round $i$, where $0 \leq m \leq 15$ |
| $\mathbf{S}_{\mathbf{i}}[\mathbf{p}, \ldots, \mathbf{r}]:$ | $p^{t h}$ byte, $\ldots, r^{t h}$ byte of state s in round $i$, where $0 \leq$ |  |
|  |  | $p, r \leq 15$ |

In our attacks, rounds are numbered from 1 to $R$, where $R=7$ or 8 . A full round consists of all the three round operations, i.e., ARK, SL and DL whereas a half round denotes a round in which the DL operation is omitted.

We utilize the following definitions for our attacks.
Definition 1 ( $\delta$-list). We define the $\delta$-list as an ordered list of 25616 -byte distinct elements that are equal in 15 bytes. Each of the 15 equal bytes is called as passive byte whereas the one byte that takes all possible 256 values is called the active byte [57]. We denote the $\delta$-list as $\left(x^{0}, x^{1}, x^{2}, \ldots, x^{255}\right)$ where $x^{j}$ indicates the $j^{\text {th }} 128$-bit member of the $\delta$-list. As mentioned in the notations section, $x_{i}^{j}[\mathrm{~m}]$ represents the $m^{t h}$ byte of $x^{j}$ in round $i$.

Definition 2 (Multiset). A multiset is a set of elements in which multiple instances of the same element can appear. A multiset of 256 bytes, where each byte can take any one of the 256 possible values, can have $\left(\begin{array}{c}2^{8}+2^{8}-1\end{array}\right) \approx 2^{506.17}$ different values.

Two crucial properties that will be used in our attacks are as follows:
Property 1. For a given input-output difference (denoted as $(\Delta Y, \Delta Z)$ ) state over a diffusion layer operation (as shown in Fig. 6.4), if the 7-bytes of $\Delta \mathrm{Y}[3,4,6,8,9,13$, 14] have equal differences, say $y$, then it will lead to non-zero difference only at byte 0 of $\Delta \mathrm{Z}$ (instead of full state diffusion) after the diffusion layer operation. Rest all bytes
of $\Delta \mathrm{Z}$ will be passive. Thus, under the given constraints, probability of the differential trail $\Delta \mathrm{Y} \rightarrow \Delta \mathrm{Z}$ is 1 .


Figure 6.4: Differential property of diffusion layer
Proof. As per the diffusion layer specification of ARIA, each output byte of state Z is a xored sum of 7 input bytes of state Y . The same property is preserved in case of differences as well, i.e., each output byte difference of Z is a xor'ed sum of 7 input byte difference of Y. In lieu of this, for each output byte, if even number of corresponding input bytes (i.e., 2,4 or 6 ) have equal differences, then they cancel out each other. In the above trail, 7 bytes of Y, i.e., $\mathrm{Y}[3,4,6,8,9,13,14]$ have equal differences ' $y$ ', whereas the rest of the bytes have zero differences. Hence, all output bytes except $\Delta Z[0]$ have zero differences since their xored sum have either 2 or 4 equal input byte difference. E.g.,

$$
\begin{aligned}
\Delta Z[0] & =\Delta Y[3] \oplus \Delta Y[4] \oplus \Delta Y[6] \oplus \Delta Y[8] \oplus \Delta Y[9] \oplus \Delta Y[13] \oplus \Delta Y[14] \\
& =y \oplus y \oplus y \oplus y \oplus y \oplus y \oplus y=y \\
\Delta Z[1] & =\Delta Y[2] \oplus \Delta Y[5] \oplus \Delta Y[7] \oplus \Delta Y[8] \oplus \Delta Y[9] \oplus \Delta Y[12] \oplus \Delta Y[15] \\
& =0 \oplus 0 \oplus 0 \oplus y \oplus y \oplus 0 \oplus 0=0 \\
\Delta Z[11] & =\Delta Y[2] \oplus \Delta Y[3] \oplus \Delta Y[4] \oplus \Delta Y[7] \oplus \Delta Y[9] \oplus \Delta Y[12] \oplus \Delta Y[14] \\
& =0 \oplus y \oplus y \oplus 0 \oplus y \oplus 0 \oplus y=0
\end{aligned}
$$

Similar equations can be constructed for other output bytes of Z as well. Thus, property 1 holds true.

Property 2. For a given ARIA S-box, say $S_{1}$ and any non-zero input - output difference pair, say $\left(\Delta_{i}-\Delta_{o}\right)$ in $F_{256}$, there exists one solution in average, say $y$, for which the equation, $S_{1}(y) \oplus S_{1}\left(y \oplus \Delta_{i}\right)=\Delta_{o}$, holds true (since ARIA uses AES S-box as $\left.S_{1}[61]\right)$ This property is also applicable to other ARIA S-boxes, i.e., $S_{2}, S_{1}^{-1}$ and $S_{2}^{-2}$.

The time complexity of the attack is measured in terms of number of full round (7 or 8 ) ARIA encryptions required. The memory complexity is measured in units of 128-bit ARIA blocks required.

### 6.3 Distinguishing Property of 4-round ARIA

Given a list of 256 distinct bytes $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$, a function $f:\{0,1\}^{128} \mapsto$ $\{0,1\}^{128}$ and a 120 -bit constant $U$, we define a multiset $v$ as follows:

$$
\begin{aligned}
C^{i} & =f\left(M^{i} \| U\right), \text { where }(0 \leq i \leq 255) \\
v & =\left\{C^{0}[0] \oplus C^{0}[0], C^{1}[0] \oplus C^{0}[0], \ldots, C^{255}[0] \oplus C^{0}[0]\right\}
\end{aligned}
$$

Note that, $\left(M^{0}\left\|U, M^{1}\right\| U, \ldots, M^{255} \| U\right)$ forms a $\delta$-list and atleast one element of the multiset is always zero.

Distinguishing Property. Let us consider $\mathcal{F}$ to be a family of permutations on 128bit. Then, given any list of 256 distinct bytes $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$, the aim is to find how many multisets $v$ are possible when, $f \stackrel{\$}{\leftarrow} \mathcal{F}$ and $U \stackrel{\$}{\leftarrow}\{0,1\}^{120}$.

In case, when $\mathcal{F}=$ family of all permutations on 128 -bit and $f \stackrel{\$}{\leftarrow} \mathcal{F}$. Under such setting, since in the multiset $v$, we have 255 values that are chosen uniformly and independently from the set $\{0,1, \ldots, 255\}$ (as one element, say $C^{0}[0] \oplus C^{0}[0]$, is always 0 ), the total possible multisets $v$ are $\binom{2^{8}-1+2^{8}-1}{2^{8}-1} \approx 2^{505.17}$.

In case, when $\mathcal{F}=4$-full rounds of ARIA and $f \stackrel{\$}{\leftarrow} \mathcal{F}$. Here, $f \stackrel{\$}{\leftarrow} \mathcal{F} \Leftrightarrow K$ $\stackrel{\$}{\leftarrow}\{0,1\}^{k}$ and $f=E_{K}$, where, $k=128$ (for ARIA-128), 192 (for ARIA-192) or 256 (for ARIA-256). Let us consider, 4 -full rounds of ARIA as shown in Fig. 6.5 where, multiset $v$ is defined as $v=\left\{Z_{4}^{0}[0] \oplus Z_{4}^{0}[0], Z_{4}^{1}[0] \oplus Z_{4}^{0}[0], \ldots, Z_{4}^{255}[0] \oplus Z_{4}^{0}[0]\right\}$. Then, we state the following Observation 1.

Observation 1. The multiset $v$ is determined by the following 30 single byte parameters only :

- $X_{2}^{0}[3,4,6,8,9,13,14]$ (7-bytes)
- $X_{3}^{0}[0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15]$ (full 16 -byte state)
- $X_{4}^{0}[3,4,6,8,9,13,14]$ (7-bytes)

Thus, the total number of multisets possible is $2^{30 \times 8}=2^{240}$ since, each 30 -bytes defines one multiset.


Figure 6.5: $\quad$ 4-Round distinguisher in ARIA . $P^{i}$ denotes $\left(M^{i} \| U\right)$ and $X_{j}^{i}, Y_{j}^{i}, Z_{j}^{i}$ denote intermediate states corresponding to $P^{i}$ in round j . The round subkeys $K_{i}$, where, $1 \leq i \leq 4$ are generated from the master key K.

Proof. In round 1, the set of differences $\left\{X_{1}^{0}[0] \oplus X_{1}^{0}[0], X_{1}^{1}[0] \oplus X_{1}^{0}[0], \ldots \ldots\right.$, $\left.X_{1}^{255}[0] \oplus X_{1}^{0}[0]\right\}$ (or, equivalently, set of differences at $\left.X_{1}[0]\right)$ are known as there are exactly 256 differences possible. Since S-box $S_{1}$ is injective, exactly 256 values exist in the set $\left\{Y_{1}^{0}[0] \oplus Y_{1}^{0}[0], Y_{1}^{1}[0] \oplus Y_{1}^{0}[0], \ldots \ldots, Y_{1}^{255}[0] \oplus Y_{1}^{0}[0]\right\}$ as well. Due to DL and ARK operations being linear, the set of differences at $X_{2}[3,4,6,8,9,13,14]$ are known (according to diffusion layer (DL) definition discussed in Section 6.2).

Owing to the non-linearity of the substitution layer, the set of differences at $Y_{2}[3$, $4,6,8,9,13,14]$ cannot be known and one cannot move forward. To alleviate this problem, it is sufficient to know $X_{2}^{0}[3,4,6,8,9,13,14]$, i.e., values of the active bytes of the first state (out of 256 states) at $X_{2}$ as it enables calculating the active bytes of the other $X_{2}^{i}$ states (where, $1 \leq \mathrm{i} \leq 255$ ) and cross SL in round 2 . Again, since DL and ARK operations are linear, the set of differences $\left\{X_{3}^{0} \oplus X_{3}^{0}, X_{3}^{1} \oplus X_{3}^{0}, \ldots, X_{3}^{255} \oplus X_{3}^{0}\right\}$ is known. In order to know the set of values $\left\{X_{3}^{0}, X_{3}^{1}, \ldots, X_{3}^{255}\right\}$ for crossing the SL in round 3, it is sufficient to know the value of the full state $X_{3}^{0}$ which is given as a parameter.

By similar logic, as explained above, the set of differences $\left\{X_{4}^{0} \oplus X_{4}^{0}, X_{4}^{1} \oplus X_{4}^{0}, \ldots\right.$ , $\left.X_{4}^{255} \oplus X_{4}^{0}\right\}$ are known. Now, at this stage, if only $X_{4}^{0}[3,4,6,8,9,13,14]$ bytes are known, the SL layer in round 4 can be crossed and the set of 256 values $\left\{Z_{4}^{0}[0], Z_{4}^{1}[0]\right.$, $\left.\ldots, Z_{4}^{255}[0]\right\}$ at $Z_{4}$ can be computed. Then the value of multiset $v=\left\{Z_{4}^{0}[0] \oplus Z_{4}^{0}[0]\right.$, $\left.Z_{4}^{1}[0] \oplus Z_{4}^{0}[0], \ldots, Z_{4}^{255}[0] \oplus Z_{4}^{0}[0]\right\}$ can be determined easily as well. This shows that the multiset $v$ depends on 30 parameters and can take $2^{240}$ possible values.

Since, there are $2^{240}$ possible multisets at $Z_{4}[0]$, if we precompute and store these values in a hash table, then the precomputation complexity goes higher than brute force for ARIA-192. In order to reduce the number of multisets, we apply the Differential Enumeration technique suggested by Dunkelman et al. in [71] and improved by Derbez et al. in [61]. We call the improved version proposed in [61] as Refined Differential Enumeration.

Refined Differential Enumeration. The basic idea behind this technique is to choose a list of 256 distinct bytes $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$ such that several of the parameters that are required to construct the multiset equal some pre-determined constants.

To achieve so, we construct a truncated differential for four full rounds of ARIA, in which the input and output differences are non-zero at byte 0 only (as shown in Fig. 6.6.)


Figure 6.6: 4-Round truncated differential in ARIA
The probability of this trail is $2^{-120}$ as follows: the one byte difference at $\Delta \mathrm{P}[0]$ propagates to 7 -byte difference in $\Delta X_{2}$ and 16 -byte difference in $\Delta Y_{3}$ with probability 1 . Next, the probability that full state difference in $\Delta Y_{3}$ leads to 7-byte difference in $\Delta Y_{4}$ is $2^{-72}$ (since 9 bytes of $\Delta Y_{4}$, i.e., $\Delta Y_{4}[0,1,2,5,7,10,11,12,15]$ ) have zero difference). Further, the probability that random differences in $\Delta Y_{3}$ yield equal differences in the active bytes of $\Delta Y_{4}$ i.e., $\Delta Y_{4}[3,4,6,8,9,12,13]$ is $2^{-48}$. ${ }^{2}$ Therefore, the total probability of $\Delta Y_{3} \rightarrow \Delta Y_{4}$ is $2^{-(72+48)}=2^{-120}$. Then, by the virtue of Property 1 (mentioned in Section 6.2), 7-byte difference in $\Delta Y_{4}$ yields a single byte difference in $\Delta Z_{4}[0]$ with probability 1 . Thus, the overall probability of the differential from $\Delta P \rightarrow \Delta Z_{4}$ is $2^{-120}$.

In other words, we require $2^{120}$ plaintext pairs to get a right pair. Once, we get a right pair, say $\left(P^{0}, P^{1}\right)$, we state the following Observation 2:

Observation 2. Given a right pair $\left(P^{0}, P^{1}\right)$ that follows the truncated differential trail shown in Fig. 6.6, then the 30 parameters corresponding to $P^{0}$ mentioned in Observation 1 can take one of atmost $2^{128}$ fixed 30 -byte values (out of the total $2^{240}$

[^21]possible values) where, each of these $2^{128} 30$-byte values are defined by each of the $2^{128}$ values of the 16 following parameters:

- $\Delta Y_{1}[0]$
- $X_{2}^{0}[3,4,6,8,9,13,14]$
- $Y_{4}^{0}[3,4,6,8,9,13,14]$
- $\Delta Z_{4}[0]$

Proof. Given a right pair $\left(P^{0}, P^{1}\right)$, the knowledge of these 16 new parameters allows us to compute all the differences shown in Fig. 6.5. This is so because, knowledge of $\Delta Y_{1}[0]$ allows computation of $\Delta Z_{1}[3,4,6,8,9,13,14]$ and $\Delta X_{2}[3,4,6,8,9,13$, 14]. Then, if the values of $X_{2}^{0}[3,4,6,8,9,13,14]$ are known, one can compute the corresponding $X_{2}^{1}[3,4,6,8,9,13,14]$, cross the SL layer in round 2 and calculate the full state difference $\Delta X_{3}$. Similarly, from the bottom side, knowledge of $\Delta Z_{4}[0]$ allows computation of $\Delta Y_{4}[3,4,6,8,9,13,14]$. Then, if the values of $Y_{4}^{0}[3,4,6,8,9,13,14]$ are known, one can easily determine $Y_{4}^{1}[3,4,6,8,9,13,14]$, compute the corresponding $X_{4}^{0}[3,4,6,8,9,13,14]$ and $X_{4}^{1}[3,4,6,8,9,13,14]$ respectively and subsequently full state $\Delta Y_{3}$. Then, using the differential property of ARIA S-boxes (property 2 mentioned in Section 6.2), the possible values of $X_{3}^{0}$ and $X_{3}^{1}$ can be computed.

Thus, the knowledge of these 16 bytes given in Observation 2 allows computation of the corresponding 30 parameters described in Observation 1. Hence, total possible values of these 30 single byte parameters are atmost $2^{16 \times 8}=2^{128}$. Moreover, since these computations do not require the knowledge of key bytes, they can be easily precomputed.

Using Observation 1 and Observation 2, we state the following third Observation 3:

Observation 3. Given $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$ and $f \stackrel{\$}{\leftarrow} \mathcal{F}$ and $U \stackrel{\$}{\leftarrow}\{0,1\}^{120}$, such that $M^{0} \| U$ and $M^{j} \| U$, (where, $j \in\{0,1, \ldots, 255\}$ ) is a right pair that follows differential trail shown in Fig. 7.8, then atmost $2^{128}$ multisets $v$ are possible at $Z_{4}[0]$.

Proof. From Observation 1, we know that each 30-byte parameter defines one multiset and Observation 2 restricts the possible values of these 30 -byte parameters to $2^{128}$. Thus, atmost $2^{128}$ multisets are only possible for ARIA.

As the number of multisets in case of 128 -bit random permutation $\left(=2^{505.17}\right)$ is much higher than 4-round ARIA $\left(=2^{128}\right)$, a valid distinguisher is constructed.


Figure 6.7: 7-round attack on ARIA-192/256. The subkey bytes derived are star marked.

### 6.4 Key Recovery Attack on 7-round ARIA-192/256

In this section, we use our Observation 3 to launch a meet-in-the-middle attack on 7-round ARIA-192/256 to recover the key. The distinguisher is placed from round 2 to round 5 , i.e., $\delta$-list is constructed in state $X_{2}$ with byte 0 being the active byte and multiset is checked in $Z_{5}[0]$ (as shown in Fig. 6.7). One round at the top and two rounds at the bottom are added to the 4-round distinguisher. The attack consists of the following two phases:

Precomputation Phase. In this phase, we compute and store the $2^{128}$ possible multisets at $\Delta Z_{5}[0]$ in a hash table based on Observation 2.

Online Phase. If we extend the differential trail (shown in Fig. 6.6) by one round backwards, such that 7 -bytes $(3,4,6,8,9,13$ and 14$)$ are active in the plaintext, then with a probability of $2^{-48}$, these 7 active bytes will induce a non-zero difference of one byte in $X_{2}[0]$. Thus, we require $2^{120+48}=2^{168}$ plaintext pairs to start our online phase. For each of these pairs, we will guess the subkey candidates for which the pair becomes a right pair and construct the corresponding $\delta$-list. The steps of the online phase are:

1. We encrypt $2^{57}$ structures of $2^{56}$ plaintexts each, where bytes $3,4,6,8,9,13$ and 14 take all possible values and rest of the bytes are constants. ${ }^{3}$.
2. For each structure, we store the ciphertexts in a hash table and look for pairs in which the difference in bytes $0,1,2,5,7,10,11,12,15$ of the ciphertext is zero. Out of the total $2^{168}$ pairs, only $2^{96}$ pairs are expected to remain.
3. For each of the remaining $2^{96}$ plaintext pairs, we do the following:
(a) We guess 7 bytes of $K_{8}[3,4,6,8,9,13,14]$ and check whether $\Delta Y_{6}$ has non zero difference only in byte 0 or not. Out of the $2^{56}$ possible values for $K_{8}$, only $2^{8}$ key guesses are expected to remain (since with probability $2^{-48}$, each will yield equal differences in the active bytes of $\Delta Z_{6}$ ). Since we are only interested in checking the difference at $\Delta Y_{6}[0], K_{7}[0]$ is not required to be guessed at this stage.
(b) We then guess 7 bytes of $K_{1}[3,4,6,8,9,13,14]$ and check whether $\Delta Z_{1}$ has non zero difference only in byte 0 or not. Out of the $2^{56}$ possible values for $K_{1}$, only $2^{8}$ key guesses are expected to remain.
(c) For each of the $2^{8} \times 2^{8}=2^{16}$ remaining guesses of 14 active bytes of $K_{1}$ and $K_{8}$ :

- We take one of the members of the pair and find its $\delta$-list at $Z_{1}[0]$ using the knowledge of 7 active bytes of $K_{1} \cdot{ }^{4}$
- We obtain the corresponding ciphertexts of the resulting plaintext set of the $\delta$-list from the hash table. We guess byte $K_{7}^{*}[0]=D L^{-1}\left(K_{7}[0]\right)$ $=K_{7}[3] \oplus K_{7}[4] \oplus K_{7}[6] \oplus K_{7}[8] \oplus K_{7}[9] \oplus K_{7}[13] \oplus K_{7}[14]$ and using the knowledge of $K_{8}[3,4,6,8,9,13,14]$, partially decrypt the ciphertexts of the $\delta$-list to obtain the multiset at $\Delta Z_{5}[0]$ (which is same as that constructed in $\left.\Delta X_{6}[0]\right)$.
- We then check whether this multiset exists in the precomputed table or not. If not, we discard the corresponding key guess.

[^22]The probability for a wrong guess to pass the test is $2^{128} \times 2^{-467.6}=2^{-339.6}$. ${ }^{5}$ Since we try only $2^{96+16+8}=2^{120}$ multisets, only the right subkey should verify the test with a probability close to 1 .

Complexities. The time complexity of the precomputation phase is $2^{128} \times 2^{8} \times 2^{-1.9}$ $=2^{134.1}$ ARIA encryptions. ${ }^{6}$ The time complexity of the online phase is dominated by step 3 (c) which is $2^{96} \times 2^{16} \times 2^{8} \times 2^{8} \times 2^{-2.9}=2^{125.1}$ ARIA encryptions. Clearly the time complexity of this attack is dominated by the precomputation phase. It was shown in 61] that each 256 -byte multiset requires 512 -bit space. Hence, the memory complexity of the attack is $2^{128} \times 2^{2}=2^{130} 128$-bit ARIA Blocks. The data complexity of the attack is $2^{113}$ plaintexts.

### 6.4.1 Recovering the master key for 7-round ARIA-192

In the above attack, 7 -bytes of subkeys $K_{1}$ and 7 -bytes of $K_{8}$ as well as 1 byte of $K_{7}^{*}$ were recovered. In order to recover the master key, we do the following:

1. Guess 16 -bytes of $W_{0}$.
(a) Using the guessed value of $W_{0}$ and 7-bytes of $K_{1}$ recovered in the attack, we can deduce 56 -bit of $W_{1}$ from Eq. 6.5. It is observed that 16 -bit of this 56 -bit of $W_{1}$ deduced, are part of $11^{\text {th }}, 12^{\text {th }}$ and $13^{\text {th }}$ bytes and rest 40-bits are part of first 8 bytes.
(b) We then calculate $F_{o}\left(W_{0}, C K_{1}\right)$. We already know that for ARIA-192, $K R[8,9, \ldots, 15]=0$. Thus, $W_{1}[8,9, \ldots, 15]$ equals the corresponding bytes of $F_{o}\left(W_{0}, C K_{1}\right)$ following Eq. 6.2.
(c) Next, we discard the guesses of $W_{0}$ for which the common 16-bit of $W_{1}$ computed in (a) and (b) do not match. $2^{112}$ guesses of $W_{0}$ are expected to remain.
2. For each of the remaining guesses of $W_{0}$, we guess 24 -bits of $W_{1}[0,1, \ldots 7]$ other than the 40 -bits deduced in 1 (a) to know the $2^{24}$ possible values of $W_{1}$ corresponding to each of $W_{0}$.
3. For each remaining guesses of $W_{0}$ and corresponding guesses of $W_{1}$, we deduce $W_{2}$ and $W_{3}$ from Eqs. 6.3 and 6.4 .

[^23](a) Following Eq. 6.12, we deduce $K_{8}$ and compare its bytes $3,4,6,8,9,13$ and 14 with the values of the same 7 -bytes of $K_{8}$ recovered from the attack. We discard the guesses of $W_{0}$ and $W_{1}$ in case of mismatch of these 7-bytes of $K_{8}$. The same process is repeated for 1-byte of $K_{7}^{*}$. This is an 8-byte and 64 -bit filtering. Out of $2^{136}, 2^{72}$ guesses of $W_{0}$ and $W_{1}$ are expected to remain which can be tested by brute force to obtain the correct master key.

The time complexity of the recovering process of step 3 is maximum. It is equal to $2^{136} \times(2 / 7)=2^{134.2} 7$-round ARIA encryptions as we need to compute 2 rounds of ARIA to deduce $W_{2}$ and $W_{3}$ and all other operations have negligible complexity as they are simple linear operations.

Therefore, the final time complexity of the attack is $2^{134.2}+2^{134}=2^{135.1}$. Other complexities remain the same.

### 6.4.2 Recovering the master key for 7-round ARIA-256

In the above attack, 7 -byte of subkey $K_{1}$ and 7 -byte of subkey $K_{8}$ as well as 1 byte of $K_{7}^{*}$ were recovered. As shown in Fig. 6.7, we have obtained a trail such that $1^{\text {st }}$ byte is active at $X_{2}$. In order to recover all 16 -bytes of subkey $K_{1}$, we can repeat the attack 4 times by modifying the trail such that we get a different byte active at $X_{2}$ :

- bytes $3,4,6,8,9,13,14$ to obtain byte 0 active at $X_{2}$
- bytes $2,5,7,8,9,12,15$ to obtain byte 1 active at $X_{2}$
- bytes $1,4,6,10,11,12,15$ to obtain byte 2 active at $X_{2}$
- bytes $0,5,7,10,11,13,14$ to obtain byte 3 active at $X_{2}$

The time and data complexity of the attack will become 4 times larger than time and data complexities mentioned in the 7 -round attack in Section 6.4 respectively. Then, we do the following to recover the master key:

1. We guess 16 -bytes of $W_{0}$
2. For each guess of $W_{0}$, using the value of $K_{1}$ recovered from the attack, we obtain $W_{1}$ from Eq. 6.2. Then we follow Step 3 as mentioned in Section 6.4.1

The time complexity of recovering the master key is $2^{128} \times(2 / 7)=2^{126.2} 7$-round ARIA encryptions.

Therefore, the final time complexity of the attack is $\left(4 \times 2^{134}\right)+2^{126.2}=2^{136}$. The data complexity of the attack becomes $2^{115}$ while the memory complexity remains same.

### 6.5 Key Recovery Attack on 8-round ARIA-256

In this section, we describe our meet-in-the-middle attack on 8-round ARIA-256.

### 6.5.1 Construction of 4.5-round distinguisher

For the 8-round attack, the distinguisher constructed in Fig. 6.5 is extended by half round forwards upto $Y_{5}$ (DL operation is omitted). The 4.5 round distinguisher for 8-round attack is shown in Fig. 6.8. Similar to Observation 1, we state the following Observation 4:


Figure 6.8: 4.5-Round distinguisher in ARIA

Observation 4. Given $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$ and $f \stackrel{\$}{\leftarrow} \mathcal{F}$ and $U \stackrel{\$}{\leftarrow}\{0,1\}^{120}$, where, $f$ represents 4.5 rounds of ARIA, the multiset $v=\left\{Y_{5}^{0}[0] \oplus Y_{5}^{0}[0], Y_{5}^{0}[0] \oplus Y_{5}^{1}[0], \ldots .\right.$. , $\left.Y_{5}^{0}[0] \oplus Y_{5}^{255}[0]\right\}$ is determined by the following 31 1-byte parameters:

- $X_{2}^{0}[3,4,6,8,9,13,14]$
- $X_{3}^{0}[0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15]$ (full 16-byte state)
- $X_{4}^{0}[3,4,6,8,9,13,14]$
- $X_{5}^{0}[0]$

The number of possible multisets is $2^{31 \times 8}=2^{248}$. The proof for this is similar to that described for Observation 1 in Section 6.3.

Number of admissible multisets. The differential trail shown in Fig. 7.8 can be extended 0.5 round forwards to $\Delta Y_{5}$ in which only byte 0 is active with probability 1 , i.e., the probability of differential trail: $\Delta P \rightarrow \Delta Y_{5}$ remains $2^{-120}$. Then, similar to Observation 2, we state the following Observation 5.

Observation 5. Given a right pair $\left(P^{0}, P^{1}\right)$ that follows the truncated differential trail $\left(\Delta P \rightarrow \Delta Y_{5}\right)$, then the 31 parameters corresponding to $P^{0}$ mentioned in Observation 4 can take one of at most $2^{136}$ fixed 31 -byte values (out of the total $2^{248}$ possible values) where, each of these $2^{136} 31$-byte values are defined by each of the $2^{136}$ values of the 17 following parameters:

- $\Delta Y_{1}[0]$
- $X_{2}^{0}[3,4,6,8,9,13,14]$
- $Y_{4}^{0}[3,4,6,8,9,13,14]$
- $\Delta Z_{4}[0]$
- $X_{5}^{0}[0]$

The proof of this Observation is similar to the proof of Observation 2 described in Section 6.3. From, Observation 4 and Observation 5, we can say that the total number of admissible multisets is $2^{17 \times 8}=2^{136}$.

### 6.5.2 Key Recovery Attack

In this section, we discuss our 8-round attack. The distinguisher is placed from round 2 to round 5.5 , i.e, $\delta$-list is constructed in state $X_{2}$ with byte 0 being the active byte and multiset is checked in $Y_{6}[0]$ (as shown in Fig. 6.9). One round at the top and three rounds at the bottom are added to the 4.5 -round distinguisher. The attack consists of the following two phases:

Precomputation Phase. Compute and store the $2^{136}$ possible multisets at $\Delta Y_{6}[0]$ in a hash table based on Observation 5 .

Online Phase. The steps of the online phase are:

1. Encrypt $2^{57}$ structures of $2^{56}$ plaintexts each, where bytes $3,4,6,8,9,13$ and 14 take all possible values and rest of the bytes are constants. Store the ciphertexts in a hash table.
2. For each of the $2^{168}$ plaintext pairs do the following:
(a) For each $2^{8}$ guesses of $\Delta Z_{1}[0]$, resolve input-output differences at SL layer of round 1 (using Property 2) and deduce the corresponding value of $K_{1}[3$, $4,6,8,9,13,14]$.
(b) For each $2^{8} \times 2^{56}=2^{64}$ guesses of $\Delta Y_{6}[0]$ and $\Delta Y_{7}[3,4,6,8,9,13,14]$, resolve input-output differences at SL layers in round 7 and round 8 respectively and deduce corresponding $K_{8}^{*}[3,4,6,8,9,13,14]$ and full subkey $K_{9}$.
(c) For each of the $2^{64+8}=2^{72}$ guesses of 30 bytes of $K_{1}, K_{8}^{*}$ and $K_{9}$ :

- Take one of the members of the pair and find its $\delta$-list using the knowledge of 7 active bytes of $K_{1}$.
- Get the corresponding ciphertexts of the resulting plaintext set of the $\delta$-list from the hash table. Using the knowledge of $K_{9}$ and $K_{8}^{*}[3,4,6$, $8,9,13,14]$, partially decrypt the ciphertexts of the $\delta$-list to compute the multiset at $\Delta Y_{6}[0]$.
- Check whether this multiset exists in the precomputed table or not. If not, then discard the corresponding key guess.

The probability for a wrong guess to pass the test is $2^{136} \times 2^{-467.6}=2^{-331.6}$. Since, we try only $2^{168+72}=2^{240}$ multisets, only the right subkey should verify the test with a probability close to 1 .

Complexities. The time complexity of the precomputation phase is $2^{136} \times 2^{8} \times 2^{-2}$ $=2^{142}$ ARIA encryptions. The time complexity of the online phase is dominated by step 2 (c) which is $2^{168} \times 2^{72} \times 2^{8} \times 2^{-2.1}=2^{245.9}$ ARIA encryptions. Clearly the time complexity of this attack is dominated by the online phase. The memory complexity of the attack is $2^{136} \times 2^{2}=2^{138} 128$-bit ARIA Blocks. The data complexity of the attack is $2^{113}$ plaintexts.

### 6.5.3 Recovering the actual master key

In the above attack, 7 -bytes of subkeys $k_{1}$ and $k_{8}$ as well as full subkey $k_{9}$ were recovered. Once these bytes are known, the remaining bytes in $k_{1}$ and $k_{8}$ can be found by exhaustive search without affecting the overall complexity of the 8 -round attack. When full subkeys $k_{1}$ and $k_{9}$ are known, then the master key K can be recovered as follows. Since, Eq. 6.5 and Eq. 6.6 are two equations in two variables, they can be solved through standard matrix method by constructing a $(256 \times 256)$ binary matrix. We found the rank of this matrix to be 240 suggesting $2^{16}$ solutions for the tuple ( $W_{0}$ and $W_{1}$ ). Once the values of $W_{0}$ and $W_{1}$ are known, KL and KR can be obtained through Eq. 6.1 \& Eq. 6.2 respectively. Thus, we get $2^{16}$ solutions for the master key $K$. The master key can then be easily recovered through brute force.


Figure 6.9: 8-round attack on ARIA-256. The subkey bytes derived are star marked.

### 6.6 Conclusions

In this chapter, we discuss multiset attacks and its results on AES. We then explore the space of multiset attacks as applied to key recovery attack on ARIA-192 and ARIA256. We improve the previous 7 -round and 8-round attacks on these structures and show the best attacks on them. We achieve these results by constructing a new 4 round distinguisher on ARIA and applying MITM attacks on the rest of the rounds. We also show recovery of the actual master key through our 7 and 8-round attacks on ARIA-192 and ARIA-256. To the best of our knowledge, this is the first attempt in this direction. Currently, the number of attacked rounds remains 8 and it would be an interesting problem to try applying multiset attacks to break more rounds of ARIA.

## Chapter 7

## Multiset based Meet-in-the-Middle Attack on Kalyna-128/256 and Kalyna-256/512

In this chapter, we continue with multiset attacks and discuss further advancements in this technique. In the previous chapter, we had reviewed the multiset attacks on AES variants that had delivered the best results on AES-128 till now. ${ }^{1}$ However, for AES-192 and AES-256, further improvements were reported in literature. The multiset attack on AES-192/256 was improved by Li et al. in [122]. They extended the number of rounds attacked to 9 by introducing the concept of key sieving, where dependencies between the AES round keys were exploited to filter out the wrong states and reduce the number of possible admissible multisets. Recently, in [147], Li et al. demonstrated the most efficient multiset attack on AES-256. By exploiting some more key sieving properties and clever MixColumns properties, they extended the number of rounds attacked to 10 . Table 7.1 summarizes the best multiset attacks currently existing on AES-192 and AES-256.

The Kalyna block cipher has recently been established as the Ukranian encryption standard in June, 2015 [138]. It was selected in a Ukrainian National Public Cryptographic Competition running from 2007 to 2010. Kalyna supports block sizes and key lengths of 128,256 and 512 bits. Denoting the variants of Kalyna as Kalyna- $b / k$, where $b$ denotes the block size and $k$ denotes the keylength, the design specifies $k \in\{b, 2 b\}$ and defines 5 variants of Kalyna: Kalyna - 128/128, Kalyna - 128/256, Kalyna - 256/256, Kalyna - 256/512 and Kalyna - 512/512. The number of rounds of these variants are - 10, 14, 14, 18 and 18 respectively. Structurally, Kalyna is quite similar to AES 57] but has an increased MDS matrix size, a new set of four different S-boxes, pre-and post-whitening modular $2^{64}$ key addition and a new key scheduling algorithm. Since, this block cipher has been introduced very recently, therefore, it has not yet received

[^24]Table 7.1: Summary of multiset attacks existing on AES-192 and AES-256

| Target | Rounds | Time | Data | Memory | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AES-192 | 8 | $2^{208}$ | $2^{32}$ | $2^{206}$ | 60 |
|  | 8 | $2^{172}$ | $2^{113}$ | $2^{129}$ | 71 |
|  | 8 | $2^{172}$ | $2^{107}$ | $2^{96}$ | 61 |
|  | 9 | $2^{186.5}$ | $2^{117}$ | $2^{177.5}$ | 122 |
|  | 8 | $2^{208}$ | $2^{32}$ | $2^{206}$ | 60 |
|  | 8 | $2^{196}$ | $2^{113}$ | $2^{129}$ | 71 |
|  | 9 | $2^{196}$ | $2^{107}$ | $2^{96}$ | 61 |
|  | 9 | $2^{203}$ | $2^{120}$ | $2^{203}$ | 61 |
|  | 10 | $2^{253}$ | $2^{111}$ | $2^{211.2}$ | 147 |

significant attention of the cryptanalysis community. As multiset class of attacks has produced the best results on AES, hence, we investigate the effectiveness of improved multiset attack on Kalyna in this chapter.

The roadmap for this chapter is as follows: In Section 7.1, we describe Kalyna and present the current cryptanalytic results existing on it. This is followed by Section 7.2 where we mention some definitions and notations used in this chapter. In Section 7.3, we give details of our 6-round distinguisher for Kalyna 128/256 followed by Section 7.4 where we present our 9-round attack on the same. In Section 7.5, we describe our 6 -round distinguisher for Kalyna-256/512 and in Section 7.6 we discuss our 9-round attack on the same. Finally in Section 7.7, we summarize and conclude this chapter. The original contribution of this work is from Section 7.2 to Section 7.6.

### 7.1 Description of Kalyna

The block cipher Kalyna proposed by Oliynykov et al. [138] has been recently selected as the Ukranian encryption standard in 2015. The aim of standardizing a new block cipher was to replace the previous standard - block cipher GOST owing to its slower speed in software implementations as compared to AES and presence of some effective theoretical attacks on it. In the first stage, 5 submissions were accepted namely -

Kalyna, Mukhomor, Labirynth, $A D E$ and $R S B$. Out of this 3 block ciphers - Kalyna, Mukhomor and Labirynth went on to the second stage from which Kalyna was finally declared as the winner.

As discussed earlier, the block cipher Kalyna- $b / k$ has five variants namely: Kalyna128/128, Kalyna-128/256, Kalyna-256/256, Kalyna-256/512 and Kalyna-512/512 where, $b$ is the block size and $k$ is the key size. The 128 -bit, 256 -bit and 512 -bit internal states are treated as a byte matrix of $8 \times 2$ size, $8 \times 4$ size and $8 \times 8$ size respectively where, the bytes are numbered column-wise (as shown in Fig. 7.1). Each internal round consists of 4 basic operations (as shown in Fig. 7.2):


Figure 7.1: (a)Byte numbering in a state of Kalyna-128. (b) Byte numbering in a state of Kalyna256. (c) Byte numbering in a state of Kalyna-512


Figure 7.2: One full encryption in Kalyna-128/256. (Refer to Section 7.2 for notations)

1. SubBytes (SB) - The nonlinear substitution layer uses four types of 8-bit S-boxes: $S_{0}, S_{1}, S_{2}$ and $S_{3}$. Each S-Box is defined to be an affine transformation of the inversion function over $\mathrm{GF}\left(2^{8}\right)$. Each byte $x$ of row $j$ (where $0 \leq j \leq 7$ ) in an intermediate state $s$ is substituted by $S_{j \bmod 4}(x)$.
2. Shift Rows (SR) - The linear shift rows operation performs circular right shift on each row of an internal state (as shown in Fig. 7.3). The number of shifts $\left(\delta_{j}\right)$ in each row $j$ (where $0 \leq j \leq 7$ ) is calculated by $\delta_{j}=\left\lfloor\frac{j \cdot b}{512}\right\rfloor$, where $b$ denotes the block size. E.g., for row $j=6$ and block size $b=128$, the number of shifts $\left(\delta_{j}\right)$ $=1$. The inverse shift rows operation circularly left shifts the elements by $\delta_{j}$ in each row.
3. MixColumns (MC) - This linear transformation pre-multiplies each column of the state matrix by a $8 \times 8 \mathrm{MDS}$ matrix over $\mathrm{GF}\left(2^{8}\right)$. The vector ( $0 \mathrm{x} 01,0 \mathrm{x} 01$, $0 x 05,0 x 01,0 x 08,0 x 06,0 x 07,0 x 04$ ) forms the circulant MDS matrix for the MixColumns operation (shown below) whereas the vector ( $0 x A D, 0 x 95$, $0 x 76,0 x A 8,0 x 2 F, 0 x 49,0 x D 7,0 x C A)$ forms the circulant MDS matrix for the inverse MixColumns operation. The branch factor of this MDS matrix is 9 .


Figure 7.3: Illustration of ShiftRows operation in Kalyna variants

The polynomial $x^{8}+x^{4}+x^{3}+x^{2}+1$ (represented as $0 \times 11 \mathrm{D}$ in short ) is used as the irreducible polynomial for Galois field multiplication. It is to be noted that unlike AES, in the last round of Kalyna, MixColumns operation is not omitted.

$$
\left[\begin{array}{llllllll}
1 & 1 & 5 & 1 & 8 & 6 & 7 & 4 \\
4 & 1 & 1 & 5 & 1 & 8 & 6 & 7 \\
7 & 4 & 1 & 1 & 5 & 1 & 8 & 6 \\
6 & 7 & 4 & 1 & 1 & 5 & 1 & 8 \\
8 & 6 & 7 & 4 & 1 & 1 & 5 & 1 \\
1 & 8 & 6 & 7 & 4 & 1 & 1 & 5 \\
5 & 1 & 8 & 6 & 7 & 4 & 1 & 1 \\
1 & 5 & 1 & 8 & 6 & 7 & 4 & 1
\end{array}\right]
$$

4. Add Round Key (ARK) - This step involves an exclusive-or operation with the round subkey. However, for the pre-whitening and post-whitening keys, key addition operation involves addition modulo $2^{64}$. This was done to increase the resistance of Kalyna against differential and linear attacks. The round subkeys are of the same size as the intermediate state size.

Key Scheduling Algorithm. The key scheduling algorithm of Kalyna first involves splitting of the master key $K$ into two parts - $K_{\alpha}$ and $K_{\omega}$. If the block size and key size are equal, i.e., $(k=b)$, then $K_{\alpha}=K_{\omega}=K$, otherwise if $(k=2 b)$, then $K_{\omega} \| K_{\alpha}$ $=K$, i.e., $K_{\alpha}$ is set as $b / 2$ least significant bits of $K$ and $K_{\omega}$ is set as $b / 2$ most significant bits of $K$. Using these two parameters, an intermediate key $K_{t}$ is generated which is then used to independently generate even indexed round keys (as shown in Fig. 7.4). Complete details of the key schedule algorithm are not relevant to the attacks described in this work and hence are omitted here. One may refer to [138 for the same.

Two properties which are important for us are as follows:


Figure 7.4: Key Schedule Algorithm of Kalyna. $K$ denotes the master key, $C$ is a predefined constant and $t m v_{i}=K \ggg 32 . i$ where $i$ denotes the round index.

1. Recovery of a subkey does not allow recovery of master key better than brute force.
2. The keys for round $i$ where $i$ is an odd number can be linearly computed from the key used in round $(i-1)$ and vice- versa as follows:

$$
\begin{equation*}
K_{i+1}=K_{i} \ggg(b / 4+24) \tag{7.1}
\end{equation*}
$$

where, $\ggg$ denotes circular right shift operation.
Previous cryptanalytic results on Kalyna. The official version of Kalyna specification (in English) available publicly does not include any security analysis of the design. A preliminary study in [1], before this cipher was standardized, reports attack complexities for Kalyna -128/128 against various attacks such as differential, linear, integral, impossible differential, boomerang etc. and shows that upto 5 rounds of this variant can be broken. Similar results are claimed for other Kalyna variants as well. The designers of Kalyna thus claim brute force security against Kalyna for rounds $\geq 6$. In [13], AlTawy et al. presented the first detailed key recovery attack against standardized Kalyna-128/256 and Kalyna-256/512. They applied meet-in-the-middle (MITM) attack 61, 71 to break 7-rounds of both Kalyna variants and demonstrated the best attack on Kalyna so far. These results are summarized in Table 7.2,

Since, no justification of the cryptanalytic results obtained in [1] is given and the very fact that the claim of the Kalyna designers has been nullified by Altawy et al. motivated us to investigate the effectiveness of improved multiset attacks on Kalyna. In our attacks, we examine Kalyna-128/256 and Kalyna-256/512. We construct new 6 -round distinguishers for both the variants and use it to extend our attacks up to 9 rounds. For Kalyna-256/512, we significantly reduce the data and time complexities of the previous best 7 -round attack on the same [13]. The key schedule algorithm of Kalyna does not allow recovery of all subkeys or the master key from one subkey only unlike AES [57]. However, it allows recovery of odd-round keys from even-round keys and vice-versa. This property will be used by us in our attacks to reduce the attack complexities. To the best of our knowledge, our attacks are the first attacks on 9-round Kalyna-128/256 and Kalyna-256/512 respectively.

Table 7.2: Comparison of cryptanalytic attacks on round reduced variants of Kalyna. The blank entries were not reported in [1]. (The memory complexity header represents the number of 128 -bit blocks for Kalyna-128 and 256-bit blocks for Kalyna-256 required to be stored in memory.)

| Algorithm | Rounds attacked | Attack Type | Time | Data | Memory | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kalyna-128/128 | 2 | Interpolation | - | - | - | 1 |
|  | 3 | Linear Attack | $2^{52.8}$ | - | - | 1. |
|  | 4 | Differential | $2^{55}$ | - | - | 1 |
|  | 4 | Boomerang | $2^{120}$ | - | - | 1. |
|  | 5 | Impossible Differential | $2^{62}$ | - | $2^{66}$ | 1 |
|  | 5 | Integral | $2^{97}$ | - | $2^{33+4}$ | 1. |
| Kalyna-128/256 | 7 | Meet-in-the-Middle | $2^{230.2}$ | $2^{89}$ | $2^{202.64}$ | 13 |
|  | 9 | Meet-in-the-Middle | $2^{245.83}$ | $2^{105}$ | $2^{226.86}$ | Sec. 7.4 |
| Kalyna-256/512 | 7 | Meet-in-the-Middle | $2^{502.2}$ | $2^{233}$ | $2^{170}$ | 13 |
|  | 9 | Meet-in-the-middle | $2^{477.83}$ | $2^{217}$ | $2^{443.45}$ | Sec. 7.5 |

### 7.1.1 Our Contribution.

The main contributions of this chapter are as follows:

- We present the first 9-round key recovery attack on Kalyna-128/256 and Kalyna256/512.
- We apply multiset attack to construct new 6-round distinguishers on each of the above mentioned Kalyna variants.
- Our 9-round attack on Kalyna-128/256 has data/time/memory complexity of $2^{105}, 2^{245.83}$ and $2^{226.86}$ respectively.
- Our 9-round attack on Kalyna-256/512 has data/time/memory complexity of $2^{217}, 2^{477.83}$ and $2^{443.45}$ respectively. This improves upon the previous best attack [13] in terms of time and data complexity as well.

Our results are summarized in Table 7.2 .

### 7.2 Definitions and Notations

We utilize the following definitions for our attacks.
Definition 1 ( $\delta$-list). We define the $\delta$-list as an ordered list of 256 16-byte (or 32-byte) distinct elements that are equal in 15 (or 31) bytes for Kalyna-128 (or Kalyna256). Each of the equal bytes are called as passive bytes whereas the one byte that takes all possible 256 values is called the active byte. We denote the $\delta$-list as $\left(x^{0}, x^{1}\right.$, $x^{2}, \ldots, x^{255}$ ) where $x^{j}$ indicates the $j^{\text {th }} 128$-bit (or 256 -bit) member of the $\delta$-list for Kalyna-128 (or Kalyna-256). As mentioned in the notations, $x_{i}^{j}[m]$ represents the $m^{t h}$ byte of $x^{j}$ in round $i$.

Definition 2 (Multiset). A multiset is a set of elements in which multiple instances of the same element can appear. A multiset of 256 bytes, where each byte can take any one of the 256 possible values, can have $\left(2^{2^{8}+2^{8}-1}\right) \approx 2^{506.17}$ different values. $\square^{2}$

Definition 3 (Super S-Box). The Kalyna Super S-box (denoted as SSB) can be defined similar to AES Super S-box [58]. For each 8-byte key, it produces a mapping between an 8 -byte input array to an 8 -byte output array. Formally, a two round Kalyna can be written as:

$$
S B \rightarrow S R \rightarrow M C \rightarrow A R K \rightarrow S B \rightarrow S R \rightarrow M C \rightarrow A R K
$$

or,

$$
\begin{equation*}
\left.S R \rightarrow \underbrace{S B \rightarrow M C \rightarrow A R K \rightarrow S B} \rightarrow S R \rightarrow M C \rightarrow A R K\right|^{3} \tag{7.2}
\end{equation*}
$$

Since, MixColumns operation operates on a column of the state, the above map $(S B \rightarrow M C \rightarrow A K \rightarrow S B)$ in Eq. 7.2 can be described as $d$ parallel instances of

[^25]SSB, where $d=2,4$ and 8 for Kalyna-128, Kalyna- 256 and Kalyna- 512 respectively.
Two important properties that will be used in our attacks are as follows:
Property 1a. (Kalyna S-box) For any given Kalyna S-box, say $S_{i}$ (where, $i$ $=0,1,2$ or 3 ) and any non-zero input - output difference pair, say ( $\Delta_{\text {in }}, \Delta_{\text {out }}$ ) in $F_{256} \times F_{256}$, there exists one solution in average, say $y$, for which the equation, $S_{i}(y) \oplus$ $S_{i}\left(y \oplus \Delta_{\text {in }}\right)=\Delta_{\text {out }}$, holds true.

Property 1b. (Kalyna Super S-box) For any given Kalyna Super S-box, say $S S B$ and any non-zero input - output difference pair, say ( $\Delta_{\text {in }}, \Delta_{\text {out }}$ ) in $F_{2^{64}} \times F_{2^{64}}$, the equation, $S S B(z) \oplus S S B\left(z \oplus \Delta_{\text {in }}\right)=\Delta_{\text {out }}$ has one solution in average.

Property 2. (Kalyna MixColumns) If the values (or the differences) in any eight out of its sixteen input/output bytes of the Kalyna MixColumns operation are known, then the values (or the differences) in the other eight bytes are uniquely determined and can be computed efficiently. This is similar to AES MixColumns property stated in 147.

Proof. The Kalyna MixColumns works on a column of 8 bytes. Thus, the inputs and outputs of Kalyna MixColumns operation can be related through 8 equations. Therefore, out of 16 variables ( 8 input and 8 output), if 8 variables are known then the other 8 variables can be uniquely determined through the 8 equations. This is because as mentioned in [82], any sub-matrix of a MDS matrix is invertible which guarantees existence of an unique solution.

The time complexity of the attack is measured in terms of 9-round Kalyna encryptions required. The memory complexity is measured in units of $b$-bit Kalyna (where, $b$ $=128$ or 256 ) blocks required.

The following notations are followed in this chapter:

| P | Plaintext |
| :---: | :---: |
| C | Ciphertext |
| $i$ | Round number $i$, where, $0 \leq i \leq 8$ |
| Kalyna-b | Kalyna with state size of $b$-bits |
| Kalyna-b/k | Kalyna with state size of $b$-bits and key size of $k$-bits |
| $\mathrm{K}_{\mathrm{i}}$ | Subkey of round $i$ |
| $\mathrm{U}_{\mathrm{i}}$ | $M C^{-1}\left(\mathrm{~K}_{i}\right)$, where, $M C^{-1}$ is the inverse MixColumns operation |
| $\mathrm{X}_{\mathrm{i}}$ | State before SB in round $i$ |
| $\mathrm{Y}_{\mathrm{i}}$ | State before SR in round $i$ |
| $\mathrm{Z}_{\mathbf{i}}$ | State before MC in round $i$ |
| $\mathrm{W}_{\text {i }}$ | State after MC in round $i$ |
| $\Delta \mathrm{s}$ | Difference in a state s |
| $\mathrm{S}_{\mathbf{i}}[\mathrm{m}]$ | $m^{\text {th }}$ byte of state s in round $i$, where, $0 \leq m \leq l$ and $l=$ 15 for Kalyna-128/256 and $l=31$ for Kalyna-256/512 |
| $\mathrm{s}_{\mathbf{i}}[\mathrm{p}-\mathrm{r}]$ | $p^{t h}$ byte to $r^{t h}$ byte (both inclusive) of state s in round $i$, where, $0 \leq p<r \leq l$ and $l=15$ for Kalyna-128/256 and $l=31$ for Kalyna-256/512 |

In some cases we are interested in interchanging the order of the MixColumns and Add Round Key operations. As these operations are linear, they can be swapped, by first xoring the intermediate state with an equivalent key and then applying the MixColummn operation (as shown in Figs. 7.5, 7.6). This is exactly similar to what one can do in AES [61]. As mentioned above, we denote the equivalent round key by $U_{i}=M C^{-1}\left(K_{i}\right)$.


Figure 7.5: Normal one round of Kalyna128/128.


Figure 7.6: One round of Kalyna-128/128 with swapped MC and ARK operation. Here, $W_{i}^{\prime}=Z_{i} \oplus U_{i+1}$.

### 7.3 Construction of distinguisher for 6-round Kalyna128/256

In this section, we construct a distinguisher on the 6 -inner rounds of Kalyna-128/256. Before, we proceed further, we first establish the following relation for Kalyna-128/256. According to Property 2, we can form an equation using any 11 out of 16 input-output bytes in the Kalyna MixColumns operation. For any round $j$, where, $0 \leq j \leq 8$ :

$$
\begin{align*}
0 \mathrm{xCA} \cdot Z_{j}[12] \oplus 0 \mathrm{xAD} \cdot Z_{j}[13]= & 0 \mathrm{x} 94 \cdot W_{j}[8] \oplus 0 \mathrm{xB4} \cdot W_{j}[9] \oplus \\
& 0 \mathrm{x} 4 \mathrm{E} \cdot W_{j}[10] \oplus 0 \mathrm{x} 7 \mathrm{E} \cdot W_{j}[11] \oplus \\
& 0 \mathrm{xC0} \cdot W_{j}[13] \oplus 0 \mathrm{xDA} \cdot W_{j}[14] \oplus \\
& 0 \mathrm{xC5} \cdot W_{j}[15]  \tag{7.3}\\
\text { or }, & \\
0 \mathrm{xCA} \cdot Z_{j}[12] \oplus 0 \mathrm{xAD} \cdot Z_{j}[13]=0 \mathrm{xD7} \cdot Z_{j}[15]= & 0 \mathrm{x} 94 \cdot\left(K_{j}[8] \oplus X_{j+1}[8]\right) \oplus \\
& 0 \mathrm{xB4} \cdot\left(K_{j}[9] \oplus X_{j+1}[9]\right) \oplus \\
& 0 \mathrm{x} 4 \mathrm{E} \cdot\left(K_{j}[10] \oplus X_{j+1}[10]\right) \oplus \\
& 0 \mathrm{x} 49 \cdot Z_{j}[14] \oplus 0 \mathrm{ED} \cdot\left(K_{j}[11] \oplus X_{j+1}[11]\right) \oplus \\
& 0 \mathrm{ZC0} \cdot\left(K_{j}[13] \oplus X_{j+1}[13]\right) \oplus \\
& 0 \mathrm{xDA} \cdot\left(K_{j}[14] \oplus X_{j+1}[14]\right) \oplus \\
& 0 \mathrm{xC5} \cdot\left(K_{j}[15] \oplus X_{j+1}[15]\right) \tag{7.4}
\end{align*}
$$

where, $W_{j}=K_{j} \oplus X_{j+1}$. Derivation of Eq. 7.3 is shown in Appendix B. Let,

$$
\begin{align*}
P_{j}= & 0 \mathrm{xCA} \cdot Z_{j}[12] \oplus 0 \mathrm{xAD} \cdot Z_{j}[13] \oplus 0 \mathrm{x} 49 \cdot Z_{j}[14] \oplus 0 \mathrm{xD7} \cdot Z_{j}[15]  \tag{7.5}\\
Q_{j}= & 0 \mathrm{x} 94 \cdot X_{j+1}[8] \oplus 0 \mathrm{xB4} \cdot X_{j+1}[9] \oplus 0 \mathrm{x} 4 \mathrm{E} \cdot X_{j+1}[10] \oplus 0 \mathrm{x} 7 \mathrm{E} \cdot X_{j+1}[11] \\
& \oplus 0 \mathrm{xC0} \cdot X_{j+1}[13] \oplus 0 \mathrm{xDA} \cdot X_{j+1}[14] \oplus 0 \mathrm{xC5} \cdot X_{j+1}[15]  \tag{7.6}\\
\text { Const }= & 0 \mathrm{x} 94 \cdot K_{j}[8] \oplus 0 \mathrm{xB4} \cdot K_{j}[9] \oplus 0 \mathrm{x} 4 \mathrm{E} \cdot K_{j}[10] \oplus 0 \mathrm{x} 7 \mathrm{E} \cdot K_{j}[11] \oplus \\
& 0 \mathrm{xC0} \cdot K_{j}[13] \oplus 0 \mathrm{xDA} \cdot K_{j}[14] \oplus 0 \mathrm{xC} \cdot K_{j}[15] \tag{7.7}
\end{align*}
$$

then, Eq. 7.4 can be rewritten as,

$$
\begin{equation*}
P_{j}=Q_{j} \oplus \text { Const } \tag{7.8}
\end{equation*}
$$

Eq. 7.8 will be used to establish the distinguishing property as shown next.

### 7.3.1 Distinguishing Property for Kalyna-128/256

Given, a list of 256 distinct bytes $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$, a function $f:\{0,1\}^{128} \mapsto$ $\{0,1\}^{128}$ and a 120 -bit constant $T$, we define a multiset $v$ as follows :

$$
\begin{align*}
C^{i}= & f\left(T \| M^{i}\right), \text { where }(0 \leq i \leq 255)  \tag{7.9}\\
u^{i}= & 0 \mathrm{x} 94 \cdot C^{i}[8] \oplus 0 \mathrm{xB} 4 \cdot C^{i}[9] \oplus 0 \mathrm{x} 4 \mathrm{E} \cdot C^{i}[10] \oplus 0 \mathrm{x} 7 \mathrm{E} \cdot C^{i}[11] \oplus \\
& 0 \mathrm{xC0} \cdot C^{i}[13] \oplus 0 \mathrm{xDA} \cdot C^{i}[14] \oplus 0 \mathrm{xC5} \cdot C^{i}[15]  \tag{7.10}\\
v= & \left\{u^{0} \oplus u^{0}, u^{1} \oplus u^{0}, \ldots, u^{255} \oplus u^{0}\right\} \tag{7.11}
\end{align*}
$$

Note that, ( $T\left\|M^{0}, T\right\| M^{1}, \ldots, T \| M^{255}$ ) forms a $\delta$-list and atleast one element of $v$ (i.e., $u^{0} \oplus u^{0}$ ) is always zero.

Distinguishing Property. Let us consider $\mathcal{F}$ to be a family of permutations on 128bit. Then, given any list of 256 distinct bytes $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$, the aim is to find how many multisets $v$ (as defined above) are possible when, $f \stackrel{\$ \mathcal{F}}{\leftarrow}$ and $T \stackrel{\$}{\leftarrow}\{0,1\}^{120}$.

In case, when $\mathcal{F}=$ family of all permutations on 128 -bit and $f \stackrel{\$}{\leftarrow} \mathcal{F}$. Under such setting, since in the multiset $v$, we have 255 values (one element is always 0 ) that are chosen uniformly and independently from the set $\{0,1, \ldots, 255\}$, the total number of possible multisets $v$ are atmost $\binom{2^{8}-1+2^{8}-1}{2^{8}-1} \approx 2^{505.17}$.

In case, when $\mathcal{F}=6$-full rounds of Kalyna-128/256 and $f \stackrel{\$ \mathcal{F}}{\leftarrow}$. Here, $f \stackrel{\&}{\leftarrow} \mathcal{F}$ $\Leftrightarrow K \stackrel{\$}{\leftarrow}\{0,1\}^{256}$ and $f=E_{K}$. Let us consider the 6 inner rounds of Kalyna-128/256 as shown in Fig. 7.7. Here, $C$ in Eq. 7.9 is represented by $X_{6}$ and Eq. 7.10 is defined as:

$$
\begin{align*}
u^{i}= & 0 \mathrm{x} 94 \cdot X_{6}^{i}[8] \oplus 0 \mathrm{xB} 4 \cdot X_{6}^{i}[9] \oplus 0 \mathrm{x} 4 \mathrm{E} \cdot X_{6}^{i}[10] \oplus 0 \mathrm{x} 7 \mathrm{E} \cdot X_{6}^{i}[11] \oplus \\
& 0 \mathrm{xC0} \cdot X_{6}^{i}[13] \oplus 0 \mathrm{xDA} \cdot X_{6}^{i}[14] \oplus 0 \mathrm{xC} 5 \cdot X_{6}^{i}[15] \tag{7.12}
\end{align*}
$$

It is to be noted that under this setting, for each $i$ where $(0 \leq i \leq 255)$, Eq. 7.12 is same as Eq. 7.6 computed at round 5, i.e., $u^{i}=Q_{5}^{i}$. Now, we state the following Observation 1.

Observation 1. The multiset $v$ is determined by the following 52 single byte parameters only :

- $X_{1}^{0}[0-7]$ (8-bytes)
- $X_{2}^{0}[0-15]$ (16-bytes)
- $X_{3}^{0}[0-15]$ (16-bytes)
- $X_{4}^{0}[0-3,12-15]$ (8-bytes)
- $X_{5}^{0}[4-7]$ (4-bytes)


Figure 7.7: 6-Round distinguisher for Kalyna-128/256. $P^{i}$ denotes ( $T \| M^{i}$ ) and $X_{j}^{i}, Y_{j}^{i}, Z_{j}^{i}, W_{j}^{i}$ denote intermediate states corresponding to $P^{i}$ in round j . The round subkeys $K_{j}$, where, $0 \leq j \leq 6$ are generated from the master key $K$.

Thus, the total number of possible multisets is $2^{52 \times 8}=2^{416}$ since each 52 -byte value defines one sequence.

Proof. In round 0 (in Fig. 7.7), the set of differences $\left\{X_{0}^{0}[15] \oplus X_{0}^{0}[15], X_{0}^{1}[15] \oplus X_{0}^{0}[15]\right.$, $\left.\ldots, X_{0}^{255}[15] \oplus X_{0}^{0}[15]\right\}$ (or, equivalently the set of differences at $X_{0}[15]$ ) is known to the attacker as there are exactly 256 differences possible. This is so, because in the plaintext we make the most significant byte as the active byte. Hence, when the prewhitening key is added (columnwise), the carry-bit in the most significant bit is ignored limiting the possible values (and the differences) at $X_{0}[15]$ to 256 only. Since S-box is injective, exactly 256 values exist in the set $\left\{Y_{0}^{0}[15] \oplus Y_{0}^{0}[15], Y_{0}^{1}[15] \oplus Y_{0}^{0}[15], \ldots\right.$, $\left.Y_{0}^{255}[15] \oplus Y_{0}^{0}[15]\right\}$. As Shift Row (SR), MixColumns (MC) and Add Round Key (ARK) are linear operations, the set of differences at $X_{1}[0-7]$ will be known to the attacker.

Owing to the non-linearity of the S-box operation, the set of differences at $Y_{1}[0-7]$ cannot be computed to move forward. To alleviate this problem, it is sufficient to guess $X_{1}^{0}[0-7]$, i.e., values of the active bytes of the first state (out of 256 states) at $X_{1}$ as it allows calculating the other $X_{1}^{i}[0-7]$ states (where, $1 \leq \mathrm{i} \leq 255$ ) and cross SB layer in round 1. Since, SR, MC and ARK operations are linear, the set of differences at $X_{2}[0-15]$ is known. Continuing in a similar manner as discussed above, if the attacker guesses full states $X_{2}^{0}[0-15]$ and $X_{3}^{0}$ [0-15], then the set of differences at $Z_{3}$, i.e., $\left\{Z_{3}^{0} \oplus Z_{3}^{0}, Z_{3}^{1} \oplus Z_{3}^{0}, \ldots, Z_{3}^{255} \oplus Z_{3}^{0}\right\}$ can be easily computed. Now at this stage, she can easily calculate the set of differences at $W_{3}[0,1,2,3,12,13,14,15]$ which is equal to the set of differences at $X_{4}[0,1,2,3,12,13,14,15] .{ }^{1}$. By guessing $X_{4}^{0}[0,1$, $2,3,12,13,14,15]$, the attacker can cross the SB layer in round 4 and calculate the set of differences at $W_{4}[4,5,6,7]$. By guessing $X_{5}^{0}[4,5,6,7]$, the attacker can obtain the set of values $\left\{Z_{5}^{0}[12-15], Z_{5}^{1}[12-15], \ldots, Z_{5}^{255}[12-15]\right\}$. Using these, she can compute $P_{5}^{i}$ at $Z_{5}^{i}$ as $P_{5}^{i}=C A_{x} \cdot Z_{5}^{i}[12] \oplus A D_{x} \cdot Z_{5}^{i}[13] \oplus 49_{x} \cdot Z_{5}^{i}[14] \oplus D 7_{x} \cdot Z_{5}^{i}[15]$ (according to Eq. 7.5) and thus the set $\left\{P_{5}^{0} \oplus P_{5}^{0}, P_{5}^{0} \oplus P_{5}^{1}, \ldots, P_{5}^{255} \oplus P_{5}^{0}\right\}$. Since, according to Eq. 7.8, $P_{j}^{i} \oplus P_{j}^{0}=\left(Q_{j}^{i} \oplus\right.$ Const $) \oplus\left(Q_{j}^{0} \oplus\right.$ Const $)=Q_{j}^{i} \oplus Q_{j}^{0}$ and $u^{i}=$ $Q_{5}^{i}$ (mentioned above), the attacker can easily calculate the multiset $v=\left\{Q_{5}^{0} \oplus Q_{5}^{0}\right.$, $\left.Q_{5}^{1} \oplus Q_{5}^{0}, \ldots, Q_{5}^{255} \oplus Q_{5}^{0}\right\}$. This shows that the multiset $v$ depends on 52 parameters and can take $2^{416}$ possible values.

Since, there are $2^{416}$ possible multisets, if we precompute and store these values in a hash table then the precomputation complexity goes higher than brute force for Kalyna-128/256. In order to reduce the number of multisets, we apply the Differential Enumeration technique suggested by Dunkelman et al. in [71] and improved by Derbez et al. in [61]. We call the improved version proposed in [61] as Refined Differential Enumeration.

Refined Differential Enumeration. The basic idea behind this technique is to choose a $\delta$-set such that several of the parameters mentioned in Observation 1 equal

[^26]some pre-determined constants. To achieve so, we first construct a 6 -round truncated differential trail in round 0 - round 5 (as shown in Fig. 7.8) where, the input difference is non-zero at one byte and output difference is non zero in 7 bytes.


Figure 7.8: 6-Round Truncated Differential in Kalyna-128/256
The probability of such a trail is $2^{-112}$ as follows: the one byte difference at $\Delta P[15]$ and correspondingly at $\Delta X_{0}[15]$ propagates to 8 -byte difference in $\Delta X_{1}[0-7]$ and 16 -byte difference in $\Delta X_{2}[0-15]$ and further till $\Delta Z_{3}[0-15]$ with probability 1 . Next, the probability that 16-byte difference in $\Delta Z_{3}[0-15]$ propagates to 7 -byte difference in $\Delta W_{3}[0-2,12-15]\left(=\Delta X_{4}[0-2,12-15]\right)$ is $2^{-72}$. This 7 -byte difference in $\Delta X_{4}$ propagates to 4 -byte difference in $\Delta W_{4}[4-7]$ followed by 7 -byte difference in $\Delta W_{5}[8-11,13-15]$ with a probability of $2^{-32}$ and $2^{-8}$ respectively. Thus, the overall probability of the differential from $\Delta P$ to $\Delta Z_{5}$ is $2^{-(72+32+8)}=2^{-112}$.

In other words, we require $2^{112}$ plaintext pairs to get a right pair. Once we get a right pair, say $\left(P^{0}, P^{1}\right)$, we state the following Observation 2 using this right pair.

Observation 2. Given a right pair $\left(P^{0}, P^{1}\right)$ that follows the truncated differential trail shown in Fig. 7.8, the 52 parameters corresponding to $P^{0}$, mentioned in Observation 1 can take one of atmost $2^{224}$ fixed 52 -byte values (out of the total $2^{416}$ possible values), where each of these $2^{224} 52$-byte values are defined by each of the $2^{224}$ values of the following 39 parameters:

- $\Delta Z_{0}[7]$ (1-byte)
- $X_{1}^{0}[0-7]$ (8-bytes)
- $Y_{3}^{0}[0-15]$ (16-bytes)
- $Y_{4}^{0}[0-3,12-15]$ (8-bytes)
- $Y_{5}^{0}[5-7]$ (3-bytes)
- $\Delta Z_{5}[12-14]$ (3-bytes)

Proof. Given a right pair $\left(P^{0}, P^{1}\right)$, the knowledge of these 39 new parameters allows us to compute all the differences shown in Fig. 7.8. This is so because the knowledge of $\Delta Z_{0}[7]$ allows us to compute $\Delta X_{1}[0-7]$. Then, if the values of $X_{1}^{0}[0-7]$ are known, one can compute the corresponding $X_{1}^{1}[0-7]$ and cross the S -box layer in round 1 to get $\Delta X_{2}$.

From the bottom side, it can be seen that $\Delta W_{5}[12]=\Delta Z_{5}[8]=\Delta Z_{5}[9]=\Delta Z_{5}[10]$ $=\Delta Z_{5}[11]=0$. Thus, if $\Delta Z_{5}[12,13,14]$ are known, then using Property 2 (as 8 bytes are known), we can deduce $\Delta Z_{5}[15]$ (and $\Delta W_{5}$ [8-11, 13-15]). Knowledge of $\Delta Z_{5}$ [8-15] allows us to to compute $\Delta Y_{5}[4-7]$. Then, by guessing $Y_{5}^{0}[5-7]$, we can determine the corresponding $Y_{5}^{1}[5-7]$ and compute $\Delta X_{5}[5-7]$ (and $\Delta W_{4}[5-7]$ ). Now again, we know that $\Delta W_{4}[0]=\Delta W_{4}[1]=\Delta W_{4}[2]=\Delta W_{4}[3]=\Delta Z_{4}[3]=0$. Using Property 2 (as 8 bytes are known), we can deduce $\Delta W_{4}[4]$ (and $\Delta Z_{4}[0-2,4-7]$ ). This allows us to compute $\Delta X_{5}[4]$ as well. Since we already know $\Delta Y_{5}[4]$ (from $\Delta Z_{5}[12]$ guessed previously), using Property 1a., the possible values of $X_{5}[4]$ and $Y_{5}[4]$ can be computed.

Now, knowledge of $\Delta Z_{4}[0-7]$ allows us to compute $\Delta Y_{4}[0-3,12-15]$. By guessing $Y_{4}^{0}[0-3,12-15]$, we can obtain $\Delta Y_{3}[0-15]$. Using the value of $Y_{3}^{0}[0-15]$, we can compute $\Delta Y_{2}$. Then using Property 1a., the possible values of $X_{2}^{0}$ and $Y_{2}^{0}$ can be computed. At this stage, the total possible values of these 39 parameters are $2^{39 \times 8}=$ $2^{312}$ 。

Key Sieving. However, for each value of this 39-byte parameter, the following key bytes - $U_{2}[0-3,12-15], K_{3}, K_{4}[0-3,12-15]$ and $K_{5}[4-7]$ can be deduced as follows:

1. Knowledge of $X_{1}^{0}[0-7]$ allows us to compute the corresponding $Z_{1}^{0}[0-3,12-15]$. Xoring these values with $X_{2}^{0}[0-3,12-15]$ helps us in deducing $U_{2}[0-3,12-15]$.
2. Knowledge of $X_{2}^{0}$ allows us to compute the corresponding $W_{2}^{0}$. Xoring $W_{2}^{0}$ with $X_{3}^{0}$ helps us in deducing $K_{3}$.
3. Knowledge of $X_{3}^{0}$ and $X_{4}^{0}[0-3,12-15]$ (from $Y_{4}^{0}[0-3,12-15]$ ) can be used to deduce $K_{4}[0-3,12-15]$.
4. Knowledge of $X_{4}^{0}[0-3,12-15]$ and $X_{5}^{0}[4-7]$ (from $Y_{5}^{0}[4-7]$ ) helps us in deducing $K_{5}[4-7]$.

Now, according to the key schedule algorithm of Kalyna-128/256, from $K_{3}$, we can compute $K_{2}$ (according to Eq. 7.1) which allows us to compute the corresponding $U_{2}$. Thus, by comparing the computed $U_{2}[0-3,12-15]$ with the deduced $U_{2}[0-3,12-15]$, a sieve of 8 -bytes (since matching probability is $2^{-64}$ ) can be applied to eliminate the wrong guesses. Similarly, again from Eq. 7.1 , knowledge of $K_{5}[4-7]$ allows us to compute $K_{4}[12], K_{4}[13]$ and $K_{4}[14]$ as $K_{4}[12]=K_{5}[5], K_{4}[13]=K_{5}[6]$ and $K_{4}[14]=K_{5}[7]$. This allows us a filtering of further 3-bytes. Thus by key sieving, the total possible
guesses of 39 -byte parameter reduces from $2^{39 \times 8}$ to $2^{(39-(8+3)) \times 8}=2^{28 \times 8}=2^{224}$.
Using Observation 1 and Observation 2, we state the following third Observation 3:

Observation 3. Given $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$ and $f \stackrel{\$}{\leftarrow} \mathcal{F}$ and $T \stackrel{\$}{\leftarrow}\{0,1\}^{120}$, such that $T \| M^{0}$ and $T \| M^{j}$, (where, $j \in\{1, \ldots, 255\}$ ) is a right pair that follows the differential trail shown in Fig. 7.8, atmost $2^{224}$ multisets $v$ are possible.

Proof. From Observation 1, we know that each 52-byte parameter defines one multiset and Observation 2 restricts the possible values of these 52 -byte parameters to $2^{224}$. Thus, atmost $2^{224}$ multisets are only possible for Kalyna-128/256.

As the number of multisets in case of 128 -bit random permutation $\left(=2^{505.17}\right)$ is much higher than 6-round Kalyna-128/256 $\left(=2^{224}\right)$, a valid distinguisher is constructed.

### 7.4 Key Recovery Attack on 9 Round Kalyna-128/ 256

In this section, we use our Observation 3 to launch meet-in-the-middle attack on 9round Kalyna-128/256 to recover the key. The distinguisher is placed in round 0 to round 5 , i.e, the set of plaintexts is considered as the $\delta$-list with byte 15 being the active byte and the multiset sequence being checked at $X_{6}$ (as shown in Fig. 7.9). Three rounds are added at the bottom of the 6 -round distinguisher. The attack consists of the following three phases:

### 7.4.1 Precomputation Phase

In this phase, we build a lookup table $T$ to store $2^{224}$ sequences to be used for comparison in the online phase. The construction of this table requires us to create two more hash tables ( $T_{0}$ and $T_{1}$ ) in the intermediate steps. The entire procedure is as follows:

1. For each $K_{3}$

- We guess $\Delta Z_{1}[0-3,12-15] \| \Delta X_{4}[0-2,12-15]$ to compute the difference $\Delta X_{2}$ and $\Delta Y_{3}$ respectively. We resolve $\left(\Delta X_{2}-\Delta Y_{3}\right)$ using Property $1 b$ to compute the corresponding $X_{2} \| X_{3}$. We then deduce $K_{2}$ from $K_{3}$ and compute the corresponding value of $Z_{1}[0-3,12-15]$. Using the guessed value of $\Delta Z_{1}[0-3,12-15]$ and the computed value of $Z_{1}[0-3,12-15]$, we compute $\Delta Z_{0}[0-7]$. If $\Delta Z_{0}[0-6]=0$ (which happens with a probability of $2^{-56}$ ), we store the corresponding $X_{1}[0-7]\left\|\Delta Z_{1}[0-3,12-15]\right\| X_{2}\left\|X_{3}\right\| W_{3}[12-$

14] $\| \Delta X_{4}[0-2,12-15]$ at index $K_{3}$ in table $T_{0}$. There are about $2^{64}$ entries for each index.


Figure 7.9: 9-round attack on Kalyna-128/256. The subkey bytes guessed are shown dotted.
2. For each guess of $\Delta Z_{5}[12-14]$

- We compute $\Delta Z_{5}[15]$ using Property 2.
- We guess $Y_{5}[5-7]$, compute $X_{5}[5-7]$ and $\Delta X_{5}[0-3,5-7]$ where, $\Delta X_{5}[0-3]$ $=0$. Since, $\Delta X_{5}[0-3,5-7]=\Delta W_{4}[0-3,5-7]$ and we know that $\Delta Z_{4}[3]=0$, thus we can compute $\Delta X_{5}[4]\left(=\Delta W_{4}[4]\right)$ and $\Delta Z_{4}[0-2,4-7]$ again using Property 2. Since $\Delta Y_{5}[4]$ is known from $\Delta Z_{5}[12]$, we can resolve ( $\Delta X_{5}[4]-$ $\left.\Delta Y_{5}[4]\right)$ to get $X_{5}[4]$.
- We guess $Y_{4}[0-3,12-15]$ and compute corresponding $X_{4}[0-3,12-15]$ in the backward direction and $W_{4}[4-7]$ in the forward direction. This allows us to calculate $K_{5}[4-7]$ and deduce the corresponding $K_{4}[12-14]$. We use this to compute $W_{3}[12-14]$.
- We store $X_{4}[0-3,12-15] \| X_{5}[4-7]$ at index value $W_{3}[12-14] \| \Delta X_{4}[0-$ $2,12-15]$ in table $T_{1}$. There are about $2^{32}$ entries for each index.

3. For each of the $2^{128}$ index of $K_{3}$ in table $T_{0}$, we have $2^{64}$ entries of $W_{3}[12-$ $14] \| \Delta X_{4}[0-2,12-15]$ and corresponding to each of these we have $2^{32}$ entries of $X_{4}[0-3,12-15]| | X_{5}[4-7]$ in table $T_{1}$. So in all, after merging $T_{0}$ and $T_{1}$, we get $2^{128+64+32}=2^{224}$ unique set of 39 -byte parameters, that are required to construct the multiset $v$.
4. For each of these $2^{224} 39$-byte parameters, we calculate the corresponding 52byte parameters for all the elements of the $\delta$-list and compute the multiset $v=$ $\left\{u^{0} \oplus u^{0}, u^{1} \oplus u^{0}, \ldots, u^{255} \oplus u^{0}\right\}$. We store the multiset along with the 52 -byte parameters in the table $T$.

The time complexity to construct ${ }^{5} T_{0}=2^{(16+8+7) \times 8} \times 2^{-2.17}=2^{245.83}$. The time complexity to construct $T_{1}=2^{(3+3+8) \times 8} \times 2^{-2.17}=2^{109.83}$. The time complexity to merge $T_{0}$ and $T_{1}=2^{128+64+32}=2^{224}$. Finally, the time complexity to construct $T=$ $2^{224} \times 2^{8} \times 2^{-0.58}=2^{231.41}$.

### 7.4.2 Online Phase

In this phase, we extend the distinguisher described in Section 7.3 , by adding 3 more rounds at the bottom (as shown in Fig. 7.9). The steps of the online phase are as follows:

1. We encrypt $2^{97}$ structures of $2^{8}$ plaintexts each where byte 15 takes all possible values and rest of the bytes are constants. We store the corresponding ciphertexts in the hash table.

[^27]2. For each of the $2^{112}\left(P_{0}, P_{0}^{\prime}\right)$ plaintext pairs, do the following:

- We guess $2^{128}$ values of $K_{9}$ and deduce the corresponding values of $K_{8}$ from $K_{9}$. We decrypt each of the ciphertext pairs through 2 rounds, to get $X_{7}$ and $\Delta X_{7}$. Then, we deduce the corresponding $\Delta W_{6}$ and $\Delta Z_{6}$.
- We filter out the keys, which do not give zero difference at $\Delta Z_{6}[0-4,12-15]$. $2^{56}$ key guesses are expected to remain.
- We pick one member of the pair, say $P_{0}$, create the $\delta$-list by constructing the rest of the 255 plaintexts as $P_{i}=P_{0} \oplus i$, where, $1 \leq i \leq 255$ and get their corresponding ciphertexts.
- For each remaining $2^{56}$ key guesses of $K_{8}$ and $K_{9}$, we guess $U_{7}[5-11]$, compute the corresponding $Z_{6}[5-11]$ and $Y_{6}[8-11,13-15]$ and then obtain the multiset $\left\{u^{0} \oplus u^{0}, u^{1} \oplus u^{0}, \ldots, u^{255} \oplus u^{0}\right\}$.
- We check whether this multiset exists in the precomputation table $T$ or not. If not, then we discard the corresponding guesses.

The probability for a wrong guess to pass the test is $2^{224} \times 2^{-467.6}=2^{-243.6} .{ }^{6}$ Since we try only $2^{112+56}=2^{168}$ multisets, only the right subkey should verify the test.

### 7.4.3 Recovering the remaining Subkey bytes

The key schedule algorithm of Kalyna does not allow recovery of master key from any subkey better than brute-force [138]. However, knowledge of all round keys enables encryption/decryption. We follow a similar approach as described in [13] to recover all the round subkeys. When a match with a multiset is found using a given plaintextciphertext pair, we choose one of the ciphertexts and perform the following steps:

1. We already know the corresponding $K_{8}$ and $K_{9}$ and $U_{7}[5-11]$.
2. We guess the remaining 9 bytes of $U_{7}$, and deduce the corresponding $2^{72}$ values of $K_{7}$ and $K_{6}$.
3. For each $2^{72}$ guesses of $\left(K_{7}, K_{6}\right)$, from $X_{7}$ we compute $X_{5}$. We discard the key guesses for which $X_{5}[4-7]$ does not match with the values of $X_{5}[4-7]$ obtained from the corresponding matched multiset in the pre-computation table.
4. For the remaining $2^{72-32}=2^{40}$ guesses of $\left(K_{9}, K_{8}, K_{7}, K_{6}\right)$, we guess $2^{128}$ values of $K_{5}$. We deduce $X_{4}$ and discard the key guesses for which $X_{4}[0-2,12-15]$ does not match with the values obtained corresponding to the correct multiset sequence from the precomputation table. From a total of $2^{128+40}=2^{168}$ key guesses, $2^{112}$ key guesses are expected to remain.

[^28]5. We deduce $K_{4}$ from $K_{5}$ for the remaining key guesses and compute $X_{3}$. We compare this to the value obtained from the precomputation table corresponding to the correct multiset sequence and discard those that do not match. Only one value of ( $K_{9}, K_{8}, K_{7}, K_{6}, K_{5}, K_{4}$ ) is expected to remain.
6. One value of $K_{3}$ and $K_{2}$ corresponding to the matching sequence is already known from the pre-computation table. We deduce $X_{1}$ for the remaining one value of $\left(K_{9}, K_{8}, K_{7}, K_{6}, K_{5}, K_{4}, K_{3}, K_{2}\right)$.
7. We guess $2^{128}$ values of $K_{1}$, deduce $K_{0}$ and compute the plaintext. We compare this to the plaintext corresponding to ciphertext being decrypted. We are left with only one value of $\left(K_{9}, K_{8}, K_{7}, K_{6}, K_{5}, K_{4}, K_{3}, K_{2}, K_{1}, K_{0}\right)$.

Complexities. The time complexity of the precomputation phase is dominated by step 1 and is $2^{248} \times 2^{-2.17}=2^{245.83}$ Kalyna-128/256 encryptions. The time complexity of the online phase is dominated by step 2 (part 1 ) and is $2^{112} \times 2^{128} \times 2^{-2.17}=2^{233.83}$. The time complexity of the Subkey recovery phase is dominated by step 4 which is $2^{168} \times 2^{-3.17}=2^{164.83}$. Clearly the time complexity of the whole attack is dominated by the time complexity of the precomputation phase, i.e., $2^{245.83}$. It was shown in 61] that each 256 -byte multiset requires 512 -bits space. Hence, to store each entry in table T, we require 512 -bits to store the multiset and $52 \times 8=416$-bits to store the 52 -byte parameters, i.e., a total of 928 -bits $\left(=2^{9.86}\right)$. Therefore, the memory complexity of this attack is $2^{224} \times 2^{9.86-7}=2^{226.86}$ Kalyna 128 -bit blocks. The data complexity of this attack is $2^{105}$ plaintexts.

### 7.5 Construction of distinguisher for 6-Round Kalyna256/512

In this section, we construct a distinguisher for the 6-inner rounds of Kalyna-256/512. The distinguisher construction details are similar to Kalyna-128/256 (discussed in Sec. 7.3) except the fact that here instead of counting multisets, we count 256 -byte ordered sequences. The reason for opting ordered sequences would be discussed in Sec. 7.6.

We first establish the following relation for Kalyna-256/512. According to Property 2, it is possible to construct an equation using any 12 out of 16 input-output bytes in the Kalyna MixColumns operation. For any round $j$, where, $0 \leq j \leq 8$ :

$$
\begin{align*}
Z_{j}[8] \oplus Z_{j}[9] \oplus Z_{j}[12] \oplus Z_{j}[13]= & E A_{x} \cdot W_{j}[8] \oplus 54_{x} \cdot W_{j}[9] \oplus 7 D_{x} \cdot W_{j}[10] \oplus \\
& C 3_{x} \cdot W_{j}[11] \oplus E 0_{x} \cdot W_{j}[12] \oplus 5 E_{x} \cdot W_{j}[13] \oplus \\
& 7 D_{x} \cdot W_{j}[14] \oplus C 3_{x} \cdot W_{j}[15] \tag{7.13}
\end{align*}
$$

Derivation of Eq. 7.13 is shown in Appendix C. Similar to as shown in Section 7.3, since, $W_{j}=K_{j} \oplus X_{j+1}$, if

$$
\begin{align*}
P_{j}= & Z_{j}[8] \oplus Z_{j}[9] \oplus Z_{j}[12] \oplus Z_{j}[13]  \tag{7.14}\\
Q_{j}= & E A_{x} \cdot X_{j+1}[8] \oplus 54_{x} \cdot X_{j+1}[9] \oplus 7 D_{x} \cdot X_{j+1}[10] \oplus \\
& C 3_{x} \cdot X_{j+1}[11] \oplus E 0_{x} \cdot X_{j+1}[12] \oplus 5 E_{x} \cdot X_{j+1}[13] \oplus \\
& 7 D_{x} \cdot X_{j+1}[14] \oplus C 3_{x} \cdot X_{j+1}[15]  \tag{7.15}\\
\text { Const }= & E A_{x} \cdot K_{j}[8] \oplus 54_{x} \cdot K_{j}[9] \oplus 7 D_{x} \cdot K_{j}[10] \oplus C 3_{x} \cdot K_{j}[11] \oplus \\
& E 0_{x} \cdot K_{j}[12] \oplus 5 E_{x} \cdot K_{j}[13] \oplus 7 D_{x} \cdot K_{j}[14] \oplus C 3_{x} \cdot K_{j}[15] \tag{7.16}
\end{align*}
$$

then, Eq. 7.13 can be rewritten as,

$$
\begin{equation*}
P_{j}=Q_{j} \oplus \text { Const } \tag{7.17}
\end{equation*}
$$

### 7.5.1 Construction of 6-round distinguisher for Kalyna-256/512

Given a list of 256 distinct bytes $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$, a function $f:\{0,1\}^{256} \mapsto$ $\{0,1\}^{256}$ and a 248-bit constant T, we define an ordered sequence ov as follows:

$$
\begin{align*}
C^{i}= & f\left(T \| M^{i}\right), \text { where }(0 \leq i \leq 255)  \tag{7.18}\\
o u^{i}= & E A_{x} \cdot C^{i}[8] \oplus 54_{x} \cdot C^{i}[9] \oplus 7 D_{x} \cdot C^{i}[10] \oplus C 3_{x} \cdot C^{i}[11] \oplus \\
& E 0_{x} \cdot C^{i}[12] \oplus 5 E_{x} \cdot C^{i}[13] \oplus 7 D_{x} \cdot C^{i}[14] \oplus C 3_{x} \cdot C^{i}[15]  \tag{7.19}\\
o v= & \left\{o u^{0} \oplus o u^{0}, o u^{1} \oplus o u^{0}, \ldots, o u^{255} \oplus o u^{0}\right\} \tag{7.20}
\end{align*}
$$

Note that, ( $\left.T\left\|M^{0}, T\right\| M^{1}, \ldots, T \| M^{255}\right)$ forms a $\delta$-list and the first element of $o v$ (i.e., $o u^{0} \oplus o u^{0}$ ) is always zero.

Distinguishing Property. Let us consider $\mathcal{F}$ to be a family of permutations on 256bit. Then, given any list of 256 distinct bytes $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$, the aim is to find how many ordered sequences $o v$ (as defined above) are possible when, $f \stackrel{\mathbb{F}}{\leftarrow} \mathcal{F}$ and $T$ $\stackrel{\$}{\leftarrow}\{0,1\}^{248}$.

In case, when $\mathcal{F}=$ family of all permutations on 256 -bit and $f \stackrel{\$}{\leftarrow} \mathcal{F}$. Under such setting, since, $o v$ is a 256 -byte ordered sequence in which the first byte is always zero and the rest 255 bytes are chosen uniformly and independently from the set $\{0$, $1, \ldots, 255\}$, the total possible values of $o v$ are $(256)^{255}=2^{2040}$.

In case, when $\mathcal{F}=6$-full rounds of Kalyna-256/512 and $f \stackrel{\$}{\leftarrow} \mathcal{F}$. Here, $f \stackrel{\$}{\leftarrow}$ $\mathcal{F} \Leftrightarrow K \stackrel{\$}{\leftarrow}\{0,1\}^{512}$ and $f=E_{K}$. Let us consider the first 6 inner rounds of Kalyna$256 / 512$ as shown in Fig. 7.10. Here, $C$ in Eq. 7.18 is represented by $X_{6}$ and Eq. 7.19 is defined as :

$$
\begin{align*}
o u^{i}= & E A_{x} \cdot X_{6}^{i}[8] \oplus 54_{x} \cdot X_{6}^{i}[9] \oplus 7 D_{x} \cdot X_{6}^{i}[10] \oplus C 3_{x} \cdot X_{6}^{i}[11] \oplus E 0_{x} \cdot X_{6}^{i}[12] \oplus 5 E_{x} \cdot X_{6}^{i}[13] \\
& \oplus 7 D_{x} \cdot X_{6}^{i}[14] \oplus C 3_{x} \cdot X_{6}^{i}[15] \tag{7.21}
\end{align*}
$$

It is to be noted that here, for each $i$ where, $(0 \leq i \leq 255)$, Eq. 7.21 is same as Eq. 7.15 computed at round 5, i.e., ou ${ }^{i}=Q_{5}^{i}$. Now, we state the following Observation 4 .

Observation 4. The ordered sequence ov is determined by the following 93 single byte parameters only :

- $X_{0}^{0}[31]$ (1-byte)
- $X_{1}^{0}[16-23]$ (8-bytes)
- $X_{2}^{0}[0-31]$ (32-bytes)
- $X_{3}^{0}[0-31]$ (32-bytes)
- $X_{4}^{0}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ (16-bytes)
- $X_{5}^{0}[8,9,28,29]$ (4-bytes)

Thus, the total number of ordered sequences is $2^{93 \times 8}=2^{744}$ since each 93 -byte value defines one sequence.

Proof. In round 0 (in Fig. 7.10), the ordered list of differences at $\left\{X_{0}^{0}[31] \oplus X_{0}^{0}[31]\right.$, $\left.X_{0}^{1}[31] \oplus X_{0}^{0}[31], \ldots, X_{0}^{255}[31] \oplus X_{0}^{0}[31]\right\} \quad$ (or, equivalently the list of differences at $\left.X_{0}[31]\right)$ is known to the attacker as the list ${ }^{7}$ of differences at $X_{0}[31]=$ list of differences at $P[31]$, i.e., $P^{i}[31] \oplus P^{0}[31]=X_{0}^{i}[31] \oplus X_{0}^{0}[31]$ for $(1 \leq i \leq 255)$. This is so, because in the plaintext, we make the most significant byte as the active byte. Hence, when the pre-whitening key is added (columnwise), the carry-bit in the most significant bit is ignored, thus converting the addition operation to xor operation. Since the value of $X_{0}^{0}[31]$ is known, the attacker can compute the other $X_{0}^{i}[31]$. This allows her to cross the $S B$ and $S R$ layer in round 0. Since, MixColumns (MC) and Add Round Key (ARK) are linear operations, the list of differences at $X_{1}[16-23]$ can be computed by the attacker.

Owing to the non-linearity of the S-box operation, the list of differences at $Y_{1}[16-23]$ cannot be computed to move forward. To allievate this problem, it is sufficient to guess $X_{1}^{0}[16-23]$ as it allows calculating other $X_{1}^{i}[16-23]$ states and cross SB layer in round 1. Since, SR, MC and ARK operations are linear, the list of differences at $X_{2}[0-31]$ is known. Continuing in a similar manner as discussed above, if the attacker guesses
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Figure 7.10: 6-Round distinguisher in Kalyna-256/512. $P^{i}$ denotes $\left(T \| M^{i}\right)$ and $X_{j}^{i}, Y_{j}^{i}, Z_{j}^{i}, W_{j}^{i}$ denote intermediate states corresponding to $P^{i}$ in round j . The round subkeys $K_{j}$, where, $0 \leq j \leq 6$ are generated from the master key $K$.
full states $X_{2}^{0}[0-31]$ and $X_{3}^{0}[0-31]$, then the list of differences at $Z_{3}$, i.e., $\left\{Z_{3}^{0} \oplus Z_{3}^{0}\right.$, $\left.Z_{3}^{1} \oplus Z_{3}^{0}, \ldots, Z_{3}^{255} \oplus Z_{3}^{0}\right\}$ can be easily computed.

This also allows her to calculate the list of differences at $X_{4}[2,3,6,7,8,9,12,13$, $18,19,22,23,24,25,28,29]$. By guessing $X_{4}^{0}[2,3,6,7,8,9,12,13,18,19,22,23$, $24,25,28,29]$, the attacker can cross the SB layer in round 4 and calculate the list of differences at $X_{5}[8,9,28,29]$. By guessing $X_{5}^{0}[8,9,28,29]$, the attacker can obtain
the list of values $\left\{Z_{5}^{0}[8,9,12,13], Z_{5}^{1}[8,9,12,13], \ldots, Z_{5}^{255}[8,9,12,13]\right\}$. Using these, she can compute $P_{5}^{i}$ at $Z_{5}^{i}$ using Eq. 7.14 and thus the list $\left\{P_{5}^{0} \oplus P_{5}^{0}, P_{5}^{0} \oplus P_{5}^{1}, \ldots\right.$, $\left.P_{5}^{255} \oplus P_{5}^{0}\right\}$. Since, according to Eq. 7.17, $P_{5}^{i} \oplus P_{5}^{0}=Q_{5}^{i} \oplus Q_{5}^{0}$ and ou ${ }^{i}=Q_{5}^{i}$ (mentioned above), the attacker can easily calculate the ordered sequence ov $=\left\{Q_{5}^{0} \oplus Q_{5}^{0}\right.$, $\left.Q_{5}^{1} \oplus Q_{5}^{0}, \ldots, Q_{5}^{255} \oplus Q_{5}^{0}\right\}$. This shows that ov depends on 93 parameters and can take $2^{744}$ possible values.

Since, there are $2^{744}$ possible ordered sequences, if we precompute and store these values in a hash table, then the precomputation complexity goes higher than brute force for Kalyna-256/512. In order to reduce the number of ordered sequences, we apply the Refined Differential Enumeration technique as follows:

Number of admissible ordered sequences. Consider the 6-round truncated differential trail in round 0 - round 5 (as shown in Fig. 7.10) where, the input difference is non-zero at one byte and output difference is non zero in 8 bytes. The probability of such a trail is $2^{-224}$ as follows: the one byte difference at $\Delta P[31]$ propagates to 32 -byte difference in $\Delta Z_{3}[0-31]$ with probability 1 . Next, the probability that 32 -byte difference in $\Delta Z_{3}[0-31]$ propagates to 16 -byte difference in $\Delta X_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ is $2^{-128}$. This 16 -byte difference in $\Delta X_{4}$ propagates to 4 -byte difference in $\Delta W_{4}[8,9,28,29]$ followed by 8 -byte difference in $\Delta W_{5}[8-15]$ with a probability of $2^{-96}$. Thus, the overall probability of the differential trail from $\Delta P$ to $\Delta W_{5}$ is $2^{-(128+96)}=2^{-224}$.

In other words, we require $2^{224}$ plaintext pairs to get a right pair. Once, we get a right pair, say $\left(P^{0}, P^{1}\right)$, we state the following Observation 5 using this right pair.

Observation 5. Given a right pair $\left(P^{0}, P^{1}\right)$ that follows the truncated differential trail $\left(\Delta P \rightarrow \Delta W_{5}\right)$, the 93 parameters corresponding to $P^{0}$, mentioned in Observation 4 can take one of atmost $2^{440}$ fixed 93 -byte values (out of the total $2^{744}$ possible values), where each of these $2^{440} 93$-byte values are defined by each of the $2^{440}$ values of the following 66 parameters:

- $Y_{0}^{0}[31]$ (1-byte)
- $\Delta Z_{0}[23]$ (1-byte)
- $X_{1}^{0}[16-23]$ (8-bytes)
- $Y_{3}^{0}[0-31]$ (32-bytes)
- $Y_{4}^{0}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ (16-bytes)
- $Y_{5}^{0}[8,9,28,29]$ (4-bytes)
- $\Delta Z_{5}[8,9,12,13]$ (4-bytes)

Proof. Given a right pair $\left(P^{0}, P^{1}\right)$, the knowledge of these 66 new parameters allows us to compute all the differences shown in Fig. 7.10 as follows. Knowledge of $Y_{0}^{0}[31]$ allows us to compute $X_{0}^{0}[31]$. Knowing $\Delta Z_{0}[23]$ allows one to compute the difference $\Delta X_{1}[16-23]$. Then, if the values of $X_{1}^{0}[16-23]$ are known, one can compute the corresponding $X_{1}^{1}[16-23]$ and compute $\Delta X_{2}$.

From the bottom side, knowing $\Delta Z_{5}[8,9,12,13]$ allows one to compute $\Delta Y_{5}[8,9,28,29]$. Knowledge of $Y_{5}^{0}[8,9,28,29]$ allows one to compute $Y_{5}^{1}[8,9,28,29]$, cross the SB layer in round 5 and obtain $\Delta Y_{4}^{0}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$. Proceeding in a similar manner, knowing $Y_{4}^{0}[2,3,6,7,8,9,12,13,18,19,22,23,24,25$, 28, 29] and $Y_{3}^{0}[0-31]$ allows one to compute $\Delta Y_{2}^{0}[0-31]$. Then, using Property 1a., the possible values of $X_{2}^{0}$ and $Y_{2}^{0}$ can be computed. At this stage, the total possible values of these 65 parameters are $2^{66 \times 8}=2^{528}$.

Key Sieving. However, for each value of this 66 -byte parameter, the following key bytes $-U_{2}[4,5,14,15,16,17,26,27], K_{3}, K_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24$, $25,28,29]$ and $K_{5}[8,9,28,29]$ can be deduced as follows:

1. Knowledge of $X_{1}^{0}[16-23]$ allows us to compute the corresponding $Z_{1}^{0}[4,5,14$, $15,16,17,26,27]$. Xoring these values with $X_{2}^{0}[4,5,14,15,16,17,26,27]$ helps us in deducing $U_{2}[4,5,14,15,16,17,26,27]$.
2. Knowledge of $X_{2}^{0}$ and $Y_{3}^{0}$ helps us in deducing $K_{3}$.
3. Knowledge of $Y_{3}^{0}$ and $Y_{4}^{0}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ can be used to deduce $K_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$.
4. Knowledge of $Y_{4}^{0}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ and $Y_{5}^{0}[8,9,28$, 29] helps us in deducing $K_{5}[8,9,28,29]$.

Now, according to the key schedule algorithm of Kalyna-128/256 from $K_{3}$, we can compute $K_{2}$ (according to Eq. 7.1) which allows us to compute the corresponding $U_{2}$. Thus, by comparing the computed $U_{2}[4,5,14,15,16,17,26,27]$ with the deduced $U_{2}[4,5,14,15,16,17,26,27]$, a sieve of 8 -bytes (since matching probability is $2^{-64}$ ) can be applied. Similarly, knowledge of $K_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ allows us to compute $K_{5}[8,28,29]$ which can then be matched with the deduced $K_{5}[8,28,29]$. This allows us a filtering of further 3-bytes. Thus, by key sieving, a total of 11 -byte filtering can be applied and the possible guesses of 66 -byte parameter reduces from $2^{66 \times 8}$ to $2^{(66-11) \times 8}=2^{55 \times 8}=2^{440}$.

Using Observation 4 and Observation 5, we state the following third Observation 6 :

Observation 6. Given $\left(M^{0}, M^{1}, \ldots, M^{255}\right)$ and $f \stackrel{\$}{\leftarrow} \mathcal{F}$ and $T \stackrel{\$}{\leftarrow}\{0,1\}^{248}$, such that $T \| M^{0}$ and $T \| M^{j}$, (where, $j \in\{1, \ldots, 255\}$ ) is a right pair that follows the differential trail shown in Fig. 7.10, atmost $2^{440}$ multisets $v$ are possible.

Proof. From Observation 4, we know that each 93-byte parameter defines one ordered sequence and Observation 5 restricts the possible values of these 93 -byte parameters to $2^{440}$. Thus, atmost $2^{440}$ ordered sequences are only possible for Kalyna-256/512.

As the number of ordered sequences in case of 256 -bit random permutation $\left(=2^{2040}\right)$ is much higher than 6 -round Kalyna-256/512 $\left(=2^{440}\right)$, a valid distinguisher is therefore constructed.

### 7.6 Key Recovery Attack on 9-Round Kalyna-256 /512

In this section, we use our Observation 6 to launch meet-in-the-middle attack on 9round Kalyna-256/512 to recover the key. The distinguisher is placed in round 0 to round 5 (as shown in Fig. 7.11) and three rounds are added at the bottom of the 6 -round distinguisher. The attack consists of the following three phases:

### 7.6.1 Precomputation Phase

In this phase, we build a lookup table $T$ to store $2^{440}$ sequences to be used for comparison in the online phase. The construction of this table requires us to create two more hash tables ( $T_{0}$ and $T_{1}$ ) in the intermediate steps. The entire procedure is as follows:

1. For each $K_{3}$

- We guess $\Delta Z_{1}[4,5,14,15,16,17,26,27] \| \Delta X_{4}[2,3,6,7,8,9,12,13,18,19$, $22,23,24,25,28,29]$ to compute $\Delta X_{2}$ and $\Delta Y_{3}$ respectively. We resolve ( $\Delta X_{2}-\Delta Y_{3}$ ) using Property $1 b$ to compute the corresponding $X_{2} \| Y_{3}$. We then deduce $K_{2}$ from $K_{3}$ and compute the corresponding value of $Z_{1}[4,5,14$, $15,16,17,26,27]$. Using the guessed value of $\Delta Z_{1}[4,5,14,15,16,17,26,27]$ and the computed value of $Z_{1}[0-3,12-15]$, we compute $\Delta Z_{0}[16-23]$. If $\Delta Z_{0}[16-22]=0$ (which happens with a probability of $2^{-56}$ ), we store the corresponding $X_{1}[16-23]\left\|\Delta Z_{1}[4,5,14,15,16,17,26,27]\right\| X_{2}\left\|X_{3}\right\|$ $W_{3}[7,8,19] \| \Delta X_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ at index $K_{3}$ in table $T_{0}$. There are about $2^{136}$ entries for each index.


Figure 7.11: 9-round attack on Kalyna-256/512. The subkey bytes guessed are shown dotted.
2. For each guess of $\Delta Z_{5}[8,9,12,13] \| Y_{5}[8,9,28,29]$, compute $X_{5}[8,9,28,29], \Delta W_{4}[8$, $9,28,29]$ and $\Delta Y_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$. Guess $Y_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ to compute $X_{4}[2,3,6,7,8$, $9,12,13,18,19,22,23,24,25,28,29]$ and $\Delta X_{4}[2,3,6,7,8,9,12,13,18,19,22$, $23,24,25,28,29]$ in the backward direction and $W_{4}[8,9,28,29]$ in the forward direction. From, $W_{4}[8,9,28,29]$ and $X_{5}[8,9,28,29]$ compute $K_{5}[8,9,28,29]$. De-
duce $K_{4}[7,8,19]$ (where, $K_{5}[8]=K_{4}[19], K_{5}[28]=K_{4}[7]$ and $K_{5}[29]=K_{4}[8]$ ). Using, $X_{4}[7,8,19]$ and $K_{4}[7,8,19]$, compute $W_{3}[7,8,19]$.
3. For each entry of $W_{3}[7,8,19] \| \Delta X_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24$, $25,28,29]$, we store $X_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ || $X_{5}[8,9,28,29]$ in a table $T_{1}$. There are $2^{40}$ entries per index.
4. For each of the $2^{256}$ index of $K_{3}$ in table $T_{0}$, we have $2^{136}$ entries of $W_{3}[7,8,19] \|$ $\Delta X_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ and corresponding to each of these we have $2^{40}$ entries of $X_{4}[2,3,6,7,8,9,12,13,18,19,22,23,24$, $25,28,29] \| X_{5}[8,9,28,29]$ in table $T_{1}$. So in all, after merging $T_{0}$ and $T_{1}$, we get $2^{256+136+40}=2^{432}$ unique set of 65 -byte parameters mentioned in Observation 5.
5. For each guess of $X_{0}[31]$, combine the above merged entries with $X_{0}[31]$ to complete the set of 66 -parameters mentioned in Observation 5. Now, there are a total of $2^{432+8}=2^{440}$ entries.
6. For each of these $2^{440} 66$-byte parameters, we calculate the corresponding 93 -byte parameters for all the elements of the $\delta$-list and compute the ordered sequence $o v=\left\{o u^{0} \oplus o u^{0}, o u^{1} \oplus o u^{0}, \ldots, o u^{255} \oplus o u^{0}\right\}$. We store the ordered sequence along with the 93 -byte parameters in the table $T$.

The time complexity to construct $T_{0}=2^{(32+8+16) \times 8} \times 2^{-2.17}=2^{445.83}$. The time complexity to construct $T_{1}=2^{(4+4+16) \times 8} \times 2^{-2.17}=2^{189.83}$. The time complexity to merge $T_{0}$ and $T_{1}$ along with each guess of $X_{0}[31]=2^{256+136+40+8}=2^{440}$. Finally, the time complexity to construct $T=2^{440} \times 2^{8} \times 2^{-0.58}=2^{447.42}$. Hence, overall time complexity is $2^{445.83}+2^{447.42} \approx 2^{447.83}$.

### 7.6.2 Online Phase

In this phase we extend the distinguisher in Section 7.10, by adding 3 more rounds at the bottom (as shown in Fig. 7.11). The steps of the online phase are as follows:

1. We encrypt $2^{209}$ structures of $2^{8}$ plaintexts each where byte 31 takes all possible values and rest of the bytes are constants. We store the corresponding ciphertexts in the hash table.
2. For each of the $2^{224}\left(P_{0}, P_{0}^{\prime}\right)$ plaintext pairs, do the following:

- We guess $2^{256}$ values of $K_{9}$ and deduce the corresponding values of $K_{8}$ from $K_{9}$. We decrypt each of the ciphertext pairs through 2 rounds, to get $X_{7}$ and $\Delta X_{7}$. Then, we deduce the corresponding $\Delta W_{6}$ and $\Delta Z_{6}$.
- We filter out the keys, which do not give zero difference at $\Delta Z_{6}[0-5,10-$ $17,20-27,30,31]$. This creates a filtering of $2^{-192}$ and hence only $2^{64}$ key guesses are expected to remain.
- We pick one member of the pair, say $P_{0}$, create the $\delta$-list by constructing the rest of the 255 plaintexts as $P_{i}=P_{0} \oplus i$, where, $1 \leq i \leq 255$ and get their corresponding ciphertexts.
- For each of the remaining $2^{64}$ key guesses of $K_{8}$ and $K_{9}$, we guess $U_{7}[6,7,8$, $9,18,19,28,29]$, compute the corresponding $Z_{6}[6,7,8,9,18,19,28,29]$ and $Y_{6}[8-15]$ and then obtain the ordered sequence $\left\{o u^{0} \oplus o u^{0}, o u^{1} \oplus o u^{0}, \ldots\right.$ , $\left.o u^{255} \oplus o u^{0}\right\}$.
- We check whether this sequence exists in the precomputation table $T$ or not. If not, then we discard the corresponding guesses.

Reason for counting ordered sequences instead of multisets. The probability for a wrong guess to pass the test is $2^{440} \times 2^{-2040}=2^{-1600}$. Since we try only $2^{224+64}$ $=2^{288}$ ordered sequences, only the right subkey should verify the test.

If we had opted for mutliset attack on Kalyna-256/512, the total possible admissible multisets would have been $2^{432}$ (as the parameter $X_{0}[31]$ would not have been required). Therefore, the probability for a wrong guess to pass the test would have been $2^{432} \times$ $2^{-467.6}=2^{-35.6}$ (similar to that described in Section 7.4). As mentioned above, since we try $2^{288}$ multisets, we would have got mutliple candidates for the right subkey and unable to recover the secret key.

### 7.6.3 Recovering the remaining Subkey bytes

The remaining subkeys recovery process is similar to that discussed in Section 7.4.3. When a match with an ordered sequence is found using a given plaintext-ciphertext pair, we choose one of the ciphertexts and perform the following steps:

1. We already know the corresponding $K_{8}$ and $K_{9}$ and $U_{7}[6,7,8,9,18,19,28,29]$.
2. We guess the remaining 24 bytes of $U_{7}$, and deduce the corresponding $2^{192}$ values of $K_{7}$ and $K_{6}$.
3. For each $2^{192}$ guesses of $\left(K_{7}, K_{6}\right)$, from $X_{7}$ we compute $X_{5}$. We discard the key guesses for which $X_{5}[8,9,28,29]$ does not match with the values of $X_{5}[8,9,28,29]$ obtained from the corresponding matched ordered sequence in the pre-computation table.
4. For the remaining $2^{192-32}=2^{160}$ guesses of $\left(K_{9}, K_{8}, K_{7}, K_{6}\right)$, we guess $2^{256}$ values of $K_{5}$. We deduce $X_{4}$ and discard the key guesses for which $X_{4}[2,3$, $6,7,8,9,12,13,18,19,22,23,24,25,28,29]$ does not match with the values obtained corresponding to the correct ordered sequence from the precomputation table. From a total of $2^{160+256}=2^{416}$ key guesses, $2^{288}$ key guesses are expected to remain.
5. We deduce $K_{4}$ from $K_{5}$ for the remaining key guesses and compute $X_{3}$. We compare this to the value obtained from the precomputation table corresponding to the correct ordered sequence and discard those that do not match. $2^{32}$ values of ( $K_{9}, K_{8}, K_{7}, K_{6}, K_{5}, K_{4}$ ) are expected to remain.
6. One value of $K_{3}$ and $K_{2}$ corresponding to the matching sequence is already known from the pre-computation table. We deduce $X_{1}$ for the remaining $2^{32}$ values of $\left(K_{9}, K_{8}, K_{7}, K_{6}, K_{5}, K_{4}, K_{3}, K_{2}\right)$.
7. We guess $2^{256}$ values of $K_{1}$, deduce $K_{0}$ and compute $X_{0}[23]$ and plaintext. We compare this to $X_{0}[23]$ obtained from the precomputation table and to the plaintext corresponding to ciphertext being decrypted respectively. We are left with only $2^{24}$ values of $\left(K_{9}, K_{8}, K_{7}, K_{6}, K_{5}, K_{4}, K_{3}, K_{2}, K_{1}, K_{0}\right)$. We search these exhaustively to find the correct set of subkeys.

Complexities. The time complexity of the precomputation phase is $2^{447.83}$ Kalyna$128 / 256$ encryptions. The time complexity of the online phase is dominated by step 2 (part 1 ) and is $2^{224} \times 2^{256} \times 2^{-2.17}=2^{477.83}$. The time complexity of the subkey recovery phase is dominated by step 4 which is $2^{160} \times 2^{256} \times 2^{-3.17}=2^{412.83}$. Clearly the time complexity of the whole attack is dominated by the time complexity of the online phase, i.e., $2^{477.83}$. It was shown in 61 that each 256 -byte multiset requires 512 -bits space. Hence, to store each entry in table T, we require 2048-bits to store the ordered sequence and $93 \times 8=744$-bits to store the 52 -byte parameters, i.e., a total of 928 -bits $\left(=2^{11.45}\right)$. Therefore, the memory complexity of this attack is $2^{440} \times 2^{11.45-8}=2^{443.45}$ Kalyna 256-bit blocks. The data complexity of this attack is $2^{217}$ plaintexts.

### 7.7 Conclusions

In this chapter, we review the recent advancements in multiset attacks on AES and utilize them to launch key recovery attack on Kalyna-128/256 and Kalyna-256/512. We improve the previous best 7 -round attack on both the variants to demonstrate the first 9 -round attacks on the same. Our attacks on Kalyna-256/512 even improve upon the previous 7 -round attack on it in terms of time and data complexities. We obtain these results by constructing new 6-round distinguishers on Kalyna and applying MITM attack on the rest of the rounds. Currently, this line of attack only works on Kalyna-b/2b variants and Kalyna variants in which block size and key size are equal appear to be safe. It would be an interesting problem to try applying multiset attacks on Kalyna-b/b. Presently, all five variants of Kalyna have been included in the Ukranian standard. However, our results as well as the previous 7-round attack show that compared to Kalyna-b/2b variants, Kalyna-b/b variants appear to be more robust.

## Chapter 8

## Conclusion

In this chapter, we summarize the cryptanalytic results presented in this thesis and give some possible directions for future research.

### 8.1 Summary

In this thesis, we focused on the security analysis of block ciphers and block cipher based hash functions. We studied two state-of-the-art cryptanalytic techniques namely Biclique Cryptanalysis and Multiset Attacks and used them to provide the best attacks on three standardized block ciphers, i.e., AES, ARIA and Kalyna and Generalized Feistel Networks.

1. We studied biclique based key recovery attacks on AES and through a computer assisted search found improvements that lowered the attack costs compared to the original attack in [39] in Chapter 3. These attacks were applied to full round AES-128 (10-rounds), AES-192 (12-rounds) and AES-256 (14-rounds) with interesting observations and results. As part of the results, we proposed star-based bicliques which allowed us to launch attacks with the minimal data complexity in accordance with the unicity distance. Each attack required just 2-3 known plaintexts with success probability 1 . This result can be used as a direct comparison with bruteforce attacks and shows that compared to brute force, biclique attack on AES will always have an advantage of atleast a factor of 2 . We also found biclique attacks that are fastest when there is no restriction on data complexity. Through our automated results, we can safely say that as long as key recovery attacks are concerned, biclique attack in isolation does not pose any practical threat to AES security owing to its high time complexity. This can be assumed to hold true for other block ciphers as well whose designs are inspired from AES. However, it helps to better understand the security margin provided by the key used in these algorithms. Therefore, modern block ciphers have now started evaluating their security against this technique as a measure of their de-
sign assessment 6].
2. We next reviewed the application of biclique attacks in hash function settings. In Chapter 4, we utilized the biclique based key recovery attacks to find secondpreimages on AES based hashing modes. In our attacks, we considered the initialization vector (IV) to be a public constant that cannot be changed by an attacker and showed that under this scenario, the biclique trails constructed for key recovery attack on AES-128 cannot be trivially used to launch second preimage attack on AES-128 based hash functions. We then constructed new biclique trails that satisfied the above restrictions and enabled an attacker to launch second preimage attacks on all 12 PGV hashing modes based on full round AES-128. In Chapter 5, we discussed a variant of biclique cryptanalysis termed as sliced biclique cryptanalysis which has been specially designed to find preimages and collisions in hash functions in known-key settings, i.e., when the key input to the block cipher is known to the attacker. We investigated the security of 4-branch, Type-2 based Generalized Feistel Networks (GFNs) and demonstrated the best 8-round collision attack on hash function based on this structure when the inner round function $F$ was instantiated with double SP layers. Although sliced biclique cryptanalysis technique gives much higher advantage to an attacker in terms of time complexity as compared to regular bicliques, however its working demands special conditions to be imposed on the intermediate matching variable which is not always possible to find in some designs such as AES based hash functions. Moreover, the definition of sliced biclique attack will always lead to pseudo-collisions and pseudo-preimage attacks on Davies-Meyer based hash modes. Due to these challenges, we adopted a different approach to find preimage on AES based compression functions as discussed in Chapter 4.
3. We then again switched back to block cipher cryptanalysis and discussed multiset attacks in Chapters 6 and 7 which have been known to yield the most efficient key recovery attacks results (in terms of lowest time complexity) on AES. In Chapter 6, we analyzed the security of Korean Encryption Standard ARIA against this attack. We conducted multiset based key recovery attacks on 7 and 8 -round ARIA-192 and ARIA-256 with improved time, memory and data complexities as compared to the previous best attack in [168]. Our attacks also demonstrated the first recovery of the secret master key unlike the previous attacks on ARIA which could only recover some intermediate round keys. In Chapter 7, we analyzed the security of recently announced Ukranian Encryption Standard Kalyna against multiset attack. We applied multiset attacks supplemented with further related advancements in this attack technique to recover the secret key from 9-round Kalyna-128/256 and Kalyna-256/512. This improved upon the previous best attack reported in [13] in terms of number of rounds attacked by 2. Although, the key schedule algorithm of Kalyna is stronger in comparison to AES as it does
not allow recovery of the master key from one subkey, still it allows recovery of odd-round keys from even-round keys and vice-versa. This was one of the crucial properties exploited by us to launch 9-round attacks on Kalyna variants. Comparatively, ARIA key schedule is much stronger as it does not have any such limitations. In fact, because of this property, we could not extend the number of rounds attacked in it. Hence, for any new block cipher design, adoption of key schedule algorithms similar to ARIA looks promising.

### 8.1.1 Future Work

In this section, we attempt to identify future research directions in which we can try applying the topics discussed in this thesis.

1. Presently, biclique technique for key recovery attacks suffer from very high time complexity as well as data complexity. Low data complexity attacks such as starbased bicliques and narrow bicliques look promising and needs to be investigated more. Further, lowering the time complexity of biclique attack to reasonable bounds looks a challenging direction to work on.
2. Biclique technique has been applied to block cipher and hash functions. However, their application on MAC functions has yet not been studied. An interesting case would be CBC-MAC based on AES.
3. Application of biclique technique to find preimages and collisions in double block length hash function such as MDC-2, MDC-4, Abreast DM, Tandem DM etc. is another area which has not yet been covered.
4. Generalized Feistel Network (GFN) based primitives have received lesser attention from biclique cryptanalysis as compared to Substitution - Permutation Network based primitives. Ciphers like CLEFIA, CAMELLIA and hash function like SHAvite-3 have yet not been tested against biclique cryptanalysis and can be one possible direction of research.
5. Another research direction would be to analyse other types of GFN structures, e.g., type-1, type-3 GFN etc. Their permutation properties are different from Type-2 GFN. Therefore, it would be interesting to study the relationship between the structure of GFN and its strength against biclique attack.
6. The current multiset attacks have been primarily focused on dedicated SP based block ciphers only. Their application to Feistel-SP functions have not been investigated yet. It would be interesting to study the propagation of multisets through Feistel structure and utilize them to recover the secret key if possible.
7. Recently in FSE'15, integral cryptanalysis was applied to break 6 rounds of AES128 with secret S-box [169]. It would be interesting to investigate the application
of multiset attacks discussed in this thesis to AES and other block ciphers in secret key setting.
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## Appendix A

## Proofs

In this section, we will prove how the base structure which we chose for bicliques in Section 4.6.1 produces non-overlapping keys/messages within a same group and between groups.

## A. 1 Biclique Structure when $I V$ is known and acts as the message input to block cipher $E$

For the base message (shown in Fig. 4.15) that is used for the biclique structure in Fig. 4.14(a), our aim is to prove that when $\Delta_{i}$ and $\nabla_{j}$ differences are injected in this base message (as shown in Fig. A.1), we are able to partition the message space into $2^{112}$ groups with $2^{16}$ messages in each and the inter and intra group messages generated are non-overlapping. The $\nabla j_{1}, \nabla j_{2}, \nabla j_{3}$ and $\nabla j_{4}$ are differences produced from $\nabla j$ as shown in Fig. A. 2.


Figure A.1: $\Delta_{i}$ and $\nabla_{j}$ differences in base message

$$
\left(\begin{array}{c}
b_{01} \oplus j_{1} \\
b_{12} \oplus j_{2} \\
b_{23} \oplus j_{3} \\
b_{30} \oplus j_{4}
\end{array}\right)=I S B, I S R, I M C\left(\begin{array}{c}
c_{01} \oplus j \\
c_{12} \\
c_{23} \\
c_{30}
\end{array}\right)
$$

Figure A.2: Relation between $\nabla j, \nabla j_{1}, \nabla j_{2}, \nabla j_{3}, \nabla j_{4}$


Figure A.3: Relation between \#B and \#C states
Here, $b_{i, j}$ and $c_{i, j}(0 \leq i, j \leq 3)$ represent the base values of corresponding bytes in the intermediate states $\# \mathrm{~B}$ and \#C respectively as shown in Fig. A.3. \#B and \#C are $\# 3$ and \#4 states in Fig. 4.14(a).

Aim: Given any two base messages $B, B^{\prime}$, any two $\Delta_{i}$ differences $i, i^{\prime}$, any two $\nabla_{j}$ differences $j, j^{\prime}\left(0 \leq \mathrm{i}, \mathrm{j} \leq 2^{8}\right)$, we want to prove that $\mathrm{B}[\mathrm{i}, \mathrm{j}] \neq B\left[i^{\prime}, j^{\prime}\right]$ i.e., messages generated are non-overlapping. We will prove this statement case-by-case. Cases (1-4) cover inter group messages whereas Cases (5-7) cover within group messages. For all the proofs discussed below, we will refer to Fig. A.4, A.5, A. 6 for better understanding. Case 1. Given $B \neq B^{\prime}, i=i^{\prime}, j=j^{\prime}, b_{00}=b_{10}=b_{00}^{\prime}=b_{10}^{\prime}=0$, to show: $B[i, j] \neq B^{\prime}\left[i^{\prime}, j^{\prime}\right]$ Proof: We will prove this setting by 'proof by contraposition', i.e., if $B[i, j]=B^{\prime}\left[i^{\prime}, j^{\prime}\right]$, $i=i^{\prime}, j=j^{\prime}, b_{00}=b_{10}=b_{00}^{\prime}=b_{10}^{\prime}=0, \Longrightarrow B=B^{\prime}$

In Fig. A.6, if $B[i, j]=B^{\prime}\left[i^{\prime}, j^{\prime}\right] \Longrightarrow C[i, j]=C^{\prime}\left[i^{\prime}, j^{\prime}\right] \Longrightarrow c_{0,2}=c_{0,2}^{\prime}, c_{0,3}=c_{0,3}^{\prime}$, $c_{1,1}=c_{1,1}^{\prime}, c_{1,2}=c_{1,2}^{\prime}, c_{1,3}=c_{1,3}^{\prime}, c_{2,1}=c_{2,1}^{\prime}, c_{2,2}=c_{2,2}^{\prime}, c_{2,3}=c_{2,3}^{\prime}, c_{3,1}=c_{3,1}^{\prime}, c_{3,2}=$ $c_{3,2}^{\prime}$ and $c_{3,3}=c_{3,3}^{\prime}$. Since $C[i, j]=C^{\prime}\left[i^{\prime}, j^{\prime}\right] \Longrightarrow c_{0,1} \oplus j=c_{0,1}^{\prime} \oplus j^{\prime}$. As $j=j^{\prime} \Longrightarrow$ $c_{0,1}=c_{0,1}^{\prime}$. Hence, $\mathbf{1 2}$ bytes in state $C$ and corresponding bytes in state $C^{\prime}$ share equal values. This relation automatically transcends to related byte positions in $B$ and $B^{\prime}$ after application of InvMixColumns, InvShiftRows and InvSubBytes (as shown in Fig. A.4 , i.e., $b_{0,1}=b_{0,1}^{\prime}, b_{0,2}=b_{0,2}^{\prime}, b_{0,3}=b_{0,3}^{\prime}, b_{1,0}=b_{1,0}^{\prime}, b_{1,2}=b_{1,2}^{\prime}, b_{1,3}=b_{1,3}^{\prime}, b_{2,0}=$ $b_{2,0}^{\prime}, b_{2,1}=b_{2,1}^{\prime}, b_{2,3}=b_{2,3}^{\prime}, b_{3,0}=b_{3,0}^{\prime}, b_{3,1}=b_{3,1}^{\prime}$ and $b_{3,2}=b_{3,2}^{\prime}, 12$ bytes in $B$ and $B^{\prime}$ respectively also have same base values). As we have assumed $B[i, j]=B^{\prime}\left[i^{\prime}, j^{\prime}\right] \Longrightarrow$ $b_{1,1}=b_{1,1}^{\prime}, b_{2,2}=b_{2,2}^{\prime}$ and $b_{3,3}=b_{3,3}^{\prime}$ as these base values are not affected by $\Delta_{i}$ and $\nabla_{j}$ differences (as seen in Fig. A.6). Since in states $B$ and $B^{\prime}, b_{0,0}=b_{0,0}^{\prime}=0$, hence all


Figure A.4: Relation between base states B and C. The labels inside each box denote the base values of the corresponding byte positions


| \#B |  |  |  |  | \#B[i,j] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $b_{02}$ | ${ }^{6} 03$ |  | i | $j_{1}$ | $b_{02}$ | $b_{03}$ |
| $b_{10}$ | $b_{11}$ | $b_{12}$ | $b_{13}$ | $\Delta_{i}, \nabla_{j}$ | ${ }^{6} 10$ | $b_{11}$ | $\begin{aligned} & \hline b_{12} \\ & \oplus j_{2} \end{aligned}$ | $b_{13}$ |
| $b_{20}$ | $b_{21}$ | $b_{22}$ | $b_{23}$ |  | $b_{20}$ | $b_{21}$ | $b_{22}$ | $\begin{aligned} & b_{23} \\ & \oplus j_{3} \end{aligned}$ |
| $b_{30}$ | $b_{31}$ | $b_{32}$ | ${ }^{\text {b }} 33$ |  | ${ }^{b_{30}}$ | $b_{31}$ | $b_{32}$ | $b_{33}$ |

Figure A.5: Modification of state $\# B$ after applying $\Delta_{i}$ and $\nabla_{j}$ differences. Same relation exists between $\# B^{\prime}$ and $\# B^{\prime}[i, j]$


Figure A.6: Relation between states $\# B[i, j], \# C[i, j]$ and $\# B^{\prime}[i, j], \# C^{\prime}[i, j]$

16 byte positions in $B$ and corresponding byte positions in $B^{\prime}$ share same base values. Hence $B=B^{\prime}$. This proves that our initial proposition is correct.
Case 2. Given $B \neq B^{\prime}, i=i^{\prime}, j \neq j^{\prime}, b_{00}=b_{01}=b_{00}^{\prime}=b_{01}^{\prime}=0$, to show: $B[i, j] \neq B^{\prime}\left[i^{\prime}, j^{\prime}\right]$ Proof: We will prove this setting by 'proof by contradiction', i.e., let us assume if $B \neq B^{\prime}, i=i^{\prime}, j=j^{\prime}, b_{00}=b_{10}=b_{00}^{\prime}=b_{10}^{\prime}=0, \Longrightarrow B[i, j]=B^{\prime}\left[i^{\prime}, j^{\prime}\right]$

In Fig. A.6, if $B[i, j]=B^{\prime}\left[i^{\prime}, j^{\prime}\right] \Longrightarrow C[i, j]=C^{\prime}\left[i^{\prime}, j^{\prime}\right] \Longrightarrow c_{0,1} \oplus j=c_{0,1}^{\prime} \oplus j^{\prime}$. Since $\mathrm{j} \neq \mathrm{j} ’ \Longrightarrow c_{0,1} \neq c_{0,1}^{\prime}$. As a result after applying InvMixColumns and InvSubBytes on them the bytes generated i.e., $b_{0,1}$ and $b_{0,1}^{\prime}$ should also satisfy the relation - $b_{0,1} \neq b_{0,1}^{\prime}$. But $b_{0,1}=b_{0,1}^{\prime}=0$ (as seen in Fig. A.3). Hence, a contradiction arises implying our assumed proposition is wrong. Therefore, our initial proposition is correct.

Case 3. Given $B \neq B^{\prime}, i \neq i^{\prime}, j=j^{\prime}, b_{00}=b_{01}=b_{00}^{\prime}=b_{01}^{\prime}=0$, to show: $B[i, j] \neq B^{\prime}\left[i^{\prime}, j^{\prime}\right]$ Proof: In this setting since $i \neq i^{\prime}$, hence $B[i, j] \neq B^{\prime}\left[i^{\prime}, j^{\prime}\right]$ always as they will always differ at zeroth byte position (Fig. A.6).
Case 4. Given $B \neq B^{\prime}, i \neq i^{\prime}, j \neq \bar{j}^{\prime}, b_{00}=b_{01}=b_{00}^{\prime}=b_{01}^{\prime}=0$, to show: $B[i, j] \neq B^{\prime}\left[i^{\prime}, j^{\prime}\right]$ Proof: Proof similar to as discussed in Case 3.

Case 5. Given $B=B^{\prime}, i \neq i^{\prime}, j \neq j^{\prime}, b_{00}=b_{01}=b_{00}^{\prime}=b_{01}^{\prime}=0$, to show: $B[i, j] \neq B^{\prime}\left[i^{\prime}, j^{\prime}\right]$ Proof: Proof similar to as discussed in Case 3.

Case 6. Given $B=B^{\prime}, i \neq i^{\prime}, j=j^{\prime}, b_{00}=b_{01}=b_{00}^{\prime}=b_{01}^{\prime}=0$, to show: $B[i, j] \neq B^{\prime}\left[i^{\prime}, j^{\prime}\right]$ Proof: Proof similar to as discussed in Case 3.

Case 7. Given $B=B^{\prime}, i=i^{\prime}, j \neq j^{\prime}, b_{00}=b_{01}=b_{00}^{\prime}=b_{01}^{\prime}=0$, to show: $B[i, j] \neq B^{\prime}\left[i^{\prime}, j^{\prime}\right]$ Proof: Since $B=B^{\prime} \Longrightarrow C=C^{\prime} \Longrightarrow c_{0,1}=c_{0,1}^{\prime}$. As $j \neq j^{\prime} \Longrightarrow c_{0,1} \oplus j \neq c_{0,1}^{\prime} \oplus j^{\prime}$ $\Longrightarrow C[i, j] \neq C^{\prime}\left[i^{\prime}, j^{\prime}\right]$ always as they will everytime differ at fourth byte position (Fig. A.6). As a result $B[i, j] \neq B^{\prime}\left[i^{\prime}, j^{\prime}\right]$ always due to bijection relation between states B and C.

Hence we proved that in all cases $M[i, j]$ 's so generated are non-overlapping.

## Appendix B

## Derivation of Eq. 7.3 defined in Section 7.3

$$
\left(\begin{array}{cccccccc}
A D_{x} & 95_{x} & 76_{x} & A 8_{x} & 2 F_{x} & 49_{x} & D 7_{x} & C A_{x} \\
C A_{x} & A D_{x} & 95_{x} & 76_{x} & A 8_{x} & 2 F_{x} & 49_{x} & D 7_{x} \\
D 7_{x} & C A_{x} & A D_{x} & 95_{X} & 76_{x} & A 8_{x} & 2 F_{x} & 49_{x} \\
49_{x} & D 7_{x} & C A_{x} & A D_{x} & 95_{x} & 76_{x} & A 8_{x} & 2 F_{x} \\
2 F_{x} & 49_{x} & D 7_{x} & C A_{x} & A D_{x} & 95_{x} & 76_{x} & A 8_{x} \\
A 8_{x} & 2 F_{x} & 49_{x} & D 7_{x} & C A_{x} & A D_{x} & 95_{x} & 76_{x} \\
76_{x} & A 8_{x} & 2 F_{x} & 49_{x} & D 7_{x} & C A_{x} & A D_{x} & 95_{x} \\
95_{x} & 76_{x} & A 8_{x} & 2 F_{x} & 49_{x} & D 7_{x} & C A_{x} & A D_{x}
\end{array}\right) \times\left(\begin{array}{c}
W_{j}[8] \\
W_{j}[9] \\
W_{j}[10] \\
W_{j}[11] \\
U k_{1} \\
W_{j}[13] \\
W_{j}[14] \\
W_{j}[15]
\end{array}\right)=\left(\begin{array}{c}
U k_{2} \\
U k_{3} \\
U k_{4} \\
U k_{5} \\
Z_{j}[12] \\
Z_{j}[13] \\
Z_{j}[14] \\
Z_{j}[15]
\end{array}\right)
$$

Using Inverse Mix Column operation, $Z_{j}[12], Z_{j}[13], Z_{j}[14]$ and $Z_{j}[15]$ can be written as:
$2 F_{x} \cdot W_{j}[8] \oplus 49_{x} \cdot W_{j}[9] \oplus D 7_{x} \cdot W_{j}[10] \oplus C A_{x} \cdot W_{j}[11] \oplus A D_{x} \cdot U k_{1} \oplus 95_{x} \cdot W_{j}[13] \oplus 76_{x} \cdot W_{j}[14] \oplus A 8_{x} \cdot W_{j}[15]=Z_{j}[12]$ $A 8_{x} \cdot W_{j}[8] \oplus 2 F_{x} \cdot W_{j}[9] \oplus 49_{x} \cdot W_{j}[10] \oplus D 7_{x} \cdot W_{j}[11] \oplus C A_{x} \cdot U k_{1} \oplus A D_{x} \cdot W_{j}[13] \oplus 95_{x} \cdot W_{j}[14] \oplus 76_{x} \cdot W_{j}[15]=Z_{j}[13]$
$76_{x} \cdot W_{j}[8] \oplus A 8_{x} \cdot W_{j}[9] \oplus 2 F_{x} \cdot W_{j}[10] \oplus 49_{x} \cdot W_{j}[11] \oplus D 7_{x} \cdot U k_{1} \oplus C A_{x} \cdot W_{j}[13] \oplus A D_{x} \cdot W_{j}[14] \oplus 95_{x} \cdot W_{j}[15]=Z_{j}[14]$
$95_{x} \cdot W_{j}[8] \oplus 76_{x} \cdot W_{j}[9] \oplus A 8_{x} \cdot W_{j}[10] \oplus 2 F_{x} \cdot W_{j}[11] \oplus 49_{x} \cdot U k_{1} \oplus D 7_{x} \cdot W_{j}[13] \oplus C A_{x} \cdot W_{j}[14] \oplus A D_{x} \cdot W_{j}[15]=Z_{j}[15]$
If we combine the above equations in the following way:

$$
\begin{equation*}
C A_{x} \cdot(E q B .1) \oplus A D_{x} \cdot(E q B .2) \oplus 49_{x} \cdot(E q B .3) \oplus D 7_{x} \cdot(E q B .4) \tag{B.5}
\end{equation*}
$$

We can eliminate the unknown variable $U k_{1}$ and obtain:

$$
\begin{aligned}
94_{x} \cdot W_{j}[8] \oplus B 4_{x} \cdot W_{j}[9] \oplus 4 E_{x} \cdot W_{j}[10] \oplus 7 E_{x} \cdot W_{j}[11] & =C A_{x} \cdot Z_{j}[12] \oplus A D_{x} \cdot Z_{j}[13] \\
\oplus C 0_{x} \cdot W_{j}[13] \oplus D A_{x} \cdot W_{j}[14] \oplus C 5_{x} \cdot W_{j}[15] & \oplus 49_{x} \cdot Z_{j}[14] \oplus D 7_{x} \cdot Z_{j}[1(1) B .6)
\end{aligned}
$$

## Appendix C

## Derivation of Eq. 7.13 defined in Section 7.5

$$
\left(\begin{array}{cccccccc}
A D_{x} & 95_{x} & 76_{x} & A 8_{x} & 2 F_{x} & 49_{x} & D 7_{x} & C A_{x} \\
C A_{x} & A D_{x} & 95_{x} & 76_{x} & A 8_{x} & 2 F_{x} & 49_{x} & D 7_{x} \\
D 7_{x} & C A_{x} & A D_{x} & 95_{X} & 76_{x} & A 8_{x} & 2 F_{x} & 49_{x} \\
49_{x} & D 7_{x} & C A_{x} & A D_{x} & 95_{x} & 76_{x} & A 8_{x} & 2 F_{x} \\
2 F_{x} & 49_{x} & D 7_{x} & C A_{x} & A D_{x} & 95_{x} & 76_{x} & A 8_{x} \\
A 8_{x} & 2 F_{x} & 49_{x} & D 7_{x} & C A_{x} & A D_{x} & 95_{x} & 76_{x} \\
76_{x} & A 8_{x} & 2 F_{x} & 49_{x} & D 7_{x} & C A_{x} & A D_{x} & 95_{x} \\
95_{x} & 76_{x} & A 8_{x} & 2 F_{x} & 49_{x} & D 7_{x} & C A_{x} & A D_{x}
\end{array}\right) \times\left(\begin{array}{c}
W_{j}[8] \\
W_{j}[9] \\
W_{j}[10] \\
W_{j}[11] \\
W_{j}[12] \\
W_{j}[13] \\
W_{j}[14] \\
W_{j}[15]
\end{array}\right)=\left(\begin{array}{c}
Z_{j}[8] \\
Z_{j}[9] \\
U k_{1} \\
U k_{2} \\
Z_{j}[12] \\
Z_{j}[13] \\
U k_{3} \\
U k_{4}
\end{array}\right)
$$

Using Inverse Mix Column operation, $Z_{j}[8], Z_{j}[9], Z_{j}[12]$ and $Z_{j}[13]$ can be written as:

$$
\begin{aligned}
& A D_{x} \cdot W_{j}[8] \oplus 95_{x} \cdot W_{j}[9] \oplus 76_{x} \cdot W_{j}[10] \oplus A 8_{x} \cdot W_{j}[11] \oplus 2 F_{x} \cdot W_{j}[12] \oplus 49_{x} \cdot W_{j}[13] \oplus D 7_{x} \cdot W_{j}[14] \oplus C A_{x} \cdot W_{j}[15]=Z_{j}[8] \\
& C A_{x} \cdot W_{j}[8] \oplus A D_{x} \cdot W_{j}[9] \oplus 95_{x} \cdot W_{j}[10] \oplus 76_{x} \cdot W_{j}[11] \oplus A 8_{x} \cdot W_{j}[12] \oplus 2 F_{x} \cdot W_{j}[13] \oplus 49_{x} \cdot W_{j}[14] \oplus D 7_{x} \cdot W_{j}[15]=Z_{j}[9] \\
& 25_{x} \cdot W_{j}[8] \oplus 49_{x} \cdot W_{j}[9] \oplus D 7_{x} \cdot W_{j}[10] \oplus C A_{x} \cdot W_{j}[11] \oplus A D_{x} \cdot W_{j}[12] \oplus 95_{x} \cdot W_{j}[13] \oplus 76_{x} \cdot W_{j}[14] \oplus A 8_{x} \cdot W_{j}[15]=Z_{j}[12] \\
& A 8_{x} \cdot W_{j}[8] \oplus 25_{x} \cdot W_{j}[9] \oplus 49_{x} \cdot W_{j}[10] \oplus D 7_{x} \cdot W_{j}[11] \oplus C A_{x} \cdot W_{j}[12] \oplus A D_{x} \cdot W_{j}[13] \oplus 95_{x} \cdot W_{j}[14] \oplus 76_{x} \cdot W_{j}[15]=Z_{j}[13] \\
& \text { If we xor together the above four equations, then we get } \\
& Z_{j}[8] \oplus Z_{j}[9] \oplus Z_{j}[12] \oplus Z_{j}[13]= E A_{x} \cdot W_{j}[8] \oplus 54_{x} \cdot W_{j}[9] \oplus 7 D_{x} \cdot W_{j}[10] \oplus C 3_{x} \cdot W_{j}[11] \oplus E 0_{x} \cdot W_{j}[12] \oplus \\
& 5 E_{x} \cdot W_{j}[13] \oplus 7 D_{x} \cdot W_{j}[14] \oplus C 3_{x} \cdot W_{j}[15]
\end{aligned}
$$


[^0]:    ${ }^{1}$ in iterated hash functions

[^1]:    ${ }^{1}$ Often the term ciphertext is slightly abused to mean the output of encrypting a plaintext block using a reduced version of the block cipher concerned.

[^2]:    ${ }^{2}$ Attack and attack complexities are formally discussed in Section 2.4

[^3]:    ${ }^{3}$ polynomial in the block size $n$

[^4]:    ${ }^{4} 4 \rightarrow 16 \rightarrow 4$ depicts the active S-boxes in Round 2,3 and 4 respectively.

[^5]:    ${ }^{1}$ The concept of initial structures will be discussed briefly in the next chapter

[^6]:    ${ }^{2}$ One word $=32$-bits

[^7]:    ${ }^{3}$ The 16 byte subkey $K$ for any round can be represented bytewise in the following form: $K=$ $\left(K_{0} K_{1} K_{2} K_{3}\left|K_{4} K_{5} K_{6} K_{7}\right| K_{8} K_{9} K_{10} K_{11} \mid K_{12} K_{13} K_{14} K_{15}\right)$
    ${ }^{4} 160$ S-boxes in state update +40 S-boxes in key schedule

[^8]:    ${ }^{5}$ Note that Sub Bytes and Shift Row operations in the first round have been interchanged as these functions commute with each other

[^9]:    ${ }^{6}$ Many a times, during forward and backward computations, instead of calculating full $(x, y)$, partial intermediate states $(u, v)$ where $u$ is a $m$-bit $(m \leq|x|)$ part of $x$ and $v$ is a $p$-bit ( $p \leq|y|)$ part of $y$ respectively are computed. It is then checked if the given $(u, v)$ pair forms a valid part of some $(x, y)$ by table lookup 48.

[^10]:    ${ }^{7}$ In 48], the attack complexity for AES-128 is mentioned as $2{ }^{125.69}$, however we could not validate it. Our analysis estimates this complexity to be $2^{125.98}$

[^11]:    ${ }^{8}$ Such trails do not collapse into a single active byte in any of the key states.
    ${ }^{9}$ Such trails do not collapse into a single active byte or two active bytes in any of the key states.

[^12]:    ${ }^{10}$ involving bicliques of dimension 8

[^13]:    ${ }^{1}$ Recall, we had said $m_{12}-m_{27}$ are in the control of the attacker.

[^14]:    ${ }^{2}$ In this work, bicliques of dimension $d=8$ are constructed. In our attacks, we also construct bicliques of dimension 8 .

[^15]:    ${ }^{3}$ We utilize star based bicliques here as discussed in Section 3.6

[^16]:    ${ }^{1}$ It is not necessary for independent biclique/sliced biclique attack to have $\Delta$ and $\nabla$ differentials start from distinct ends of the subcipher. The only requirement that is essential is that both trails should be non-interleaving.

[^17]:    ${ }^{2}$ In the traditional biclique key recovery attack in 39, this special restriction on $v$ is not required.

[^18]:    ${ }^{3}$ In this line of work, implementation of P-layer as a standard MDS matrix having optimal branch number is believed to be a good design choice $42,96,148,153$
    ${ }^{4}$ Here $($ plaintext $){ }_{3}^{2}$ denotes second block of third word of plaintext as described in Section 5.3 . The term $(\text { ciphertext })_{3}^{2}$ can be understood similarly.

[^19]:    ${ }^{5}$ The attack works on other key sizes as well since key is constant under known key settings.

[^20]:    ${ }^{1}$ The results mentioned here for AES-192 and AES-256 are not the best. The best attack results on these AES variants will be reported in the next chapter.

[^21]:    ${ }^{2}$ The differences in 16-bytes of $\Delta Y_{3}$ yield differences in the 7 active bytes of $\Delta X_{4}$ which in turn lead to 7 -bytes difference in $\Delta Y_{4}$. The probability that these differences in the 7 -bytes of $\Delta Y_{4}$ are equal is $2^{-48}$.

[^22]:    ${ }^{3}$ One structure has $2^{56} \times 2^{55}=2^{111}$ plaintext pairs. Therefore, $2^{57}$ structures have $2^{57+111}=2^{168}$ plaintext pairs.
    ${ }^{4}$ Encrypt the chosen right pair message to one full round using $k_{1}[3,4,6,8,9,13,14]$ and compute $Z_{1}[0]$. Xor other $Z_{1}[0]$ byte with 255 other values and decrypt them back to obtain the other plaintexts.

[^23]:    ${ }^{5}$ Note that the probability of randomly having a match is $2^{-467.6}$ and not $2^{-505.17}$ since the number of ordered sequences associated with a multiset is not constant 71.
    ${ }^{6}$ The normalization factor of $2^{-1.9}$ is calculated by calculating the ratio of number of S-Box operations required in the precomputation phase to the total number of S-Box operations performed in 7-Round ARIA encryption. Similarly all other normalization factors have been calculated.

[^24]:    ${ }^{1}$ Apart from biclique based key recovery attacks

[^25]:    ${ }^{2}$ Count of multisets of cardinality $r$ with elements from a set with cardinality $n=\binom{n+r-1}{r}$
    ${ }^{3}$ Note that Sub Bytes and Shift Row operations in the first round have been interchanged as these functions commute with each other

[^26]:    ${ }^{4}$ In Fig. 7.7 byte 3 in states $W_{3}, X_{4}, Y_{4}$ and $Z_{4}$ have not been colored grey for a purpose which will be cleared when we reach Observation 2

[^27]:    ${ }^{5}$ The normalization factor $2^{-2.17}$ is calculated by finding the ratio number of rounds encrypted/decrypted to 9 (i.e., the number of rounds of Kalyna considered in this work). Similarly all other normalization factors have been calculated.

[^28]:    ${ }^{6}$ Note that the probability of randomly having a match is $2^{-467.6}$ and not $2^{-505.17}$ since the number of ordered sequences associated to a multiset is not constant 71 .

[^29]:    ${ }^{7}$ From now onwards, list denotes an ordered list

