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Abstract
Enabling support for information exchange has a great impact on the develop-

ment of different sections of the society. Mobile phones using telecommunication
services have enabled such support in several scenarios including healthcare, agri-
culture, and physical safety. In many scenarios, mobile phones are also the preferred
technological medium like reaching out to police or hospital for assistance in emer-
gency situations. In several geographies such as rural areas of developing regions,
mobile phones are the only possible solution due to several human factors (illiter-
acy, poverty, etc.) and poor infrastructure support for other technological mediums.
This motivated us to study different systems that support information exchange using
mobile phones or telecommunication services.

In this thesis, we focus on building efficient mobile-based information sharing
technologies for their benefits to different sections of society including developing
regions. We have study three basic forms of the telephonic system that are cur-
rently used for information exchange and other telephonic systems can be realized
by combining these three systems. First, we study helpline systems that are mostly
used as an emergency responder and customer care systems. We developed a sta-
tistical method to evaluate and design temporal metaphors that can help to reduce
the number of unanswered calls on a helpline system. We evaluated our solution us-
ing a series of real-world experiments conducted at Government Helpline. Second,
we study automated voice applications that are widely used in ticketing services of
airline and railways. Our proposed adaptive voice response system provides a way
to reduce navigation time so that desired information can be accessed quickly on
menu based voice application. We have also presented the real word evaluation of
our adaptive system. Third, we study Smartphone applications that are also becom-
ing popular in several areas including remote health monitoring and sensing. Our
proposed method provides a solution for smartphone based deployments in regions
where data connectivity is a substantial hurdle to such implementations. Towards
this, we have build a system that can reduce the dependency on data connectivity by
enabling multimodal communication in the telephonic system. We have tested our
system in a rural area over a period of nine months. We have also developed and
evaluated method to send data through voice when data channels are not available
with the cellular network. A prototype for android platform is also developed along
the same line to send SOS signal with GPS data from smartphone application when
data connectivity is not available.
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Chapter 1

Introduction

“Mobile phones are misnamed. They should be called gateways to
human knowledge.”

- Ray Kurzweil, Futurist (at Handheld Learning ’09)

Telecommunication services are a vital medium for information exchange and communica-
tion. They have a vast impact in developing countries where the reach of the Internet connection
is relatively low as compared to developed countries. At present, there are nearly 7 billion (95.5%
world population) mobile phone users [1] compared to 3 billion users of the Internet [72] in the
entire world. According to 2016 statistics released by Telecom Regulatory Authority of India
(TRAI), there are 1051 million land-line and mobile connections in India whereas the subscriber
count of the Broadband Internet users is around 144 million only [98]. Similar trends can be
seen in other BRIC1 nations [2]. Brazil, Russia, and China have less than 42% of the total
population connected to the Internet. The number of subscribers of cellular mobile in terms of
total population for Brazil, Russia, and China is 90.5%, 162.4%, and 64.4% respectively. These
figures clearly show the high penetration of telecommunication services in the developing coun-
tries as compared to the Internet. Thus in the developing regions, phone based medium has more
reachability than the Internet. Mobile based system are also proposed as preferred technological
solution in several contexts including agriculture [80], health care [93], education [62], etc.

Several research studies have shown that the people are already acquainted with mobile usage
and hence they quickly adapt to the mobile-based intervention. Another advantage of mobile
phone based services is their ability to deliver and generate content through voice at an incredibly
low cost that helps to overcome the problem of illiteracy and poverty with such user groups.

In addition to remote and rural areas, mobile-based solutions also dominate several scenarios
such as police, women and child welfare department, hospitals, and multinational companies in
the urban communities. These organizations prefer to use call center like solution accessible
through mobile phones as their first point of contact, especially during emergencies. Services
where human intervention is not needed, callers can also access information through automated
voice applications. With advancement in technologies, it has opened another mode of interven-
tion through mobile phones i.e., smartphone applications. These smartphone applications can
enable information exchange in several modes including voice, text, and graphics. These appli-

1BRIC refers to Brazil, Russia, India, and China.
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cations make use of mobile phones as a powerful computing platform that has made technology
portable and remotely accessible as a solution for many problems including health care and edu-
cation.

1.1 Mobile phones for supporting Information Exchange

Mobile phones are established as the means to support information exchange in several scenarios
by connecting people over far distant places. An efficient information exchange system using
mobile phone requires building a well designed system such that the information seeker does
not worry about whom and when to ask their query. The whole management of information
exchange lies on the system and not on the information seeker. Several researchers have proposed
such system that enables information exchange for a particular scenario or community. Patel et
al. have proposed the use of voice menu based system for farmers where farmers can post their
query related to the agricultural practices to get an expert opinion or can listen to best practices
from the peer farmers [80]. In a similar scenario, Government of India has deployed several call
centers for farmers that enable immediate query resolution in their local language [97]. Also,
researchers have developed the systems for supporting information exchange for a healthcare
scenario where they utilize capabilities of Smartphone [53].

Thus, based on existing usage of mobile phones, it can be said that mobile phone acts as the
information sharing technology in three broad perspectives: a) Telephonic Helplines, b) Auto-
mated voice applications and c) Smartphone Applications. These technologies either serve as a
cheap and affordable platform for communication and/or low-cost portable computing device.
In this thesis, we address challenges of each system type to make information exchange more
efficient.

1.1.1 Telephonic Helplines for information exchange
Telephonic helplines are the simplest yet the popular form of mobile system that is used to sup-
port information exchange. Government organization setup telephonic helpline to aid people
to gather or share information about a topic such as Kisan Call center for agriculture, women
helpline for counseling and legal support to distressed women, Railway helplines to get schedul-
ing information, etc. Helpline in the form of call centers is also popular among commercial
organizations to help their customers.

Helplines are an important mobile based ICT for developing region as knowledge sharing can
be done in local languages and without the need of smartphone capability. Further, expert advice
and information can be provided by Helpline agents to information seeker in a much more per-
sonalized manner than any form of technology. Figure 1.1 shows information seeker and provider
end of Helpline system. In such system, often the limiting factor for information exchange is the
amount of human resource available at Information provider end. The high cost of employing
human resources for providing information becomes one of the reasons that information seeker
has to wait for a long time in telephonic queues before their call gets answered. This results in
a situation where many information seekers hang up their call to the helpline before any of the
humans at information provider end answers their call. This is wastage of resource both in terms
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Figure 1.1: Information provider and seeker in a Helpline System

of time and cost, and sometime may lead to a risk of human life (distress caller helpline). In such
scenarios, the objective is to maximize the reach of information exchange by reducing the num-
ber of callers hang up their call before reaching to a human agent at information provider end.
Thus, we find that there is a need to focus on minimizing the number of calls getting unanswered
without any additional cost to human resource.

1.1.2 Information exchange through Automated Voice applications

Information exchanged through automated voice applications is preferred in scenarios where
information access can be automated and may not need human interventions. These voice appli-
cations help many services to overcome the problem of limited human resource, complementing
the helpline systems that majorly rely upon human intervention. Figure 1.2 shows information
seeker and provider end of such a system where automated systems use computing power to
overcome the problem of the limited human resource at provider end using voice application. In
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Figure 1.2: Information provider and seeker in an Interactive Voice Response System

automated voice applications, a user navigates through voice menu where different menu options
and sub-options are arranged in a hierarchal fashion similar to a tree structure. Despite its advan-
tage of removing the human from the loop, several studies have identified that high navigation
time in accessing information makes use of voice application time consuming and frustrating.
Navigation time also limits the amount of information that can be stored in the system as in-
creasing information in the system requires longer menu structure to be traversed that leads to
even higher navigation time. Thus, reduced navigation will not only improve the usability of the
system but also increase the amount of information that can be stored in the system. Further,
faster access to information will result in the faster release of telephonic resources occupied by
each serving users.
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Several studies have proposed different system designs to reduce navigation time. These
techniques exert either a high cognitive load on the user or require the user to be familiar with
the system. Thus, we believe there is a need of exploring system designs that are transparent to
the user and thus reducing the additional cognitive load on the user.

1.1.3 Smartphone Applications for Information access
Mobile based technologies discussed above i.e. telephonic helplines and voice applications offer
easy ways to exchange information through voice channels. However, these cannot support
complex tasks where data transfer needed for advanced mobile solutions such as mobile banking
and m-health. Having computational capability at both the end (information seeker and provider)
of Information exchange (see Figure 1.3) can leverage the smartphone application to support
such complex tasks such as m-health and mobile banking that are difficult to realize through
voice only systems. However, the limiting factor in developing region for such mobile system
is the availability of data connection. Research conducted in developing region has shown data
connectivity issues with cellular services [57]. Searching for an alternate solution to send data,
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Figure 1.3: Information provider and seeker interacting through Smartphone application

research has proposed the use of reliable voice channel of cellular services for data transmission.
We believe efficient and improved techniques need to be built for developing regions that can
send data by piggybacking over the voice channel.

1.2 Contributions
In this research, we focus on building efficient mobile-based Information sharing technologies for
their known benefits to the developing world. Specifically, this thesis has following contributions
to mobile-based Information sharing technologies utilizing both voice and data services:
• Helplines /Call centers: We identified an open challenge in such system is to manage the

waiting callers in the telephonic queue so that they do not hang-up the call without getting
any human response. We designed and deployed an auditory progress bar (APB) that
encourages callers to wait longer so that people responsible for answering these callers
get more time to answer each call. This has led to drop in the number of calls being
unanswered. We also propose an objective evaluation of APB performance using statistical
measure for time and duration analysis. The proposed method makes APB evaluation free
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from user bias that arises due to subjective evaluation of such system in previous HCI
studies. We also did a comparative study among different forms of APB design to better
understand their capability in retaining the waiting caller longer in a telephonic queue.

• Automated Voice application: Menu based navigation in automated voice application are
considered slow and time-consuming that results into caller frustration. This also forms the
limitation to the system scalability as menu options grow while storing more information
leads to higher navigation time and caller frustration. In this thesis, we propose a solution
to navigation problem by developing an adaptive menu interface that reduces navigation
time of a caller. Our approach is independent of user profiling or individual history of
system usage. The real world evaluation of adaptive system shows statistically significant
performance difference over baseline.

• Data Connectivity: To encourage the Mobile ICT solution that utilizes data services, we
propose a solution to overcome connectivity issues. We have built a solution that can send
data over voice channel when the data channel is unavailable. In telephony, voice services
are preferred over data services, hence, utilizing voice channel for data transmission en-
sures better availability of data transferring mechanism. The proposed solution improves
the existing method by utilizing reverse channel to achieve higher data rate and error sensi-
tive adaptive data transmission. We have designed and deployed an Android based solution
that can send the sensor data to a remote location using voice connectivity.

1.3 Outline of the Dissertation

This dissertation discusses all the three forms of Mobile ICT as mentioned above starting with
helpline based information exchange which is the simplest form of mobile based information
exchange. Then we discuss automated voice application that with the help of computing in-
frastructure has significant benefit over helpline system regarding human workforce required for
mobile based information exchange. At the end, we discuss a more sophisticated version of
mobile based information exchange using smartphones where the system can leverage the com-
puting power available with users’ phone. For each of these three types of system, we present
observations from field deployment which has led us to identify the relevant problem in each
system. Following the observation from field deployment, we present the relevant literature on
identified problem. At the end, we present an evaluation of proposed solution through real world
studies and control experiments.

The rest of this dissertation is structured as follows:
• Helpline: In Chapter 2, we present the observation and findings of our Helpline system

deployed for the State Government of Delhi. Based on the findings and literature sur-
vey, we identified handling waiting callers at helpline with the limited human resource
to attend them is still an open and challenging problem. Towards this, we also identified
Auditory Progress bar- a temporal metaphor for Auditory Interface as potential solutions
for the helpline. We discussed the shortcoming of existing methods to evaluate temporal
metaphors and proposed first objective and quantitative method for performance assess-
ment of temporal metaphors. The proposed methodology is based on Survival Analysis
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and helps in the judgment of statistical significance in performance difference of two or
more metaphor designs. We also presented a thorough evaluation of different temporal
metaphor designs for the helpline.

• Automated Voice Application: In Chapter 3, we presented observation and findings of
menu based voice application deployed for IIIT-Delhi to provide admission related infor-
mation to its callers (or admission applicants). Based on findings of field deployment and
literature survey, we identified navigation in voice menu system is and open and chal-
lenging problem. We proposed and evaluated the performance of data-driven intelligent
systems that adaptively rearranges the menu option to save on menu navigation time. We
further investigate and compare different algorithm designs. This real world comparative
study builds a good understanding of different attributes of data-driven mechanism to im-
prove the performance of adaptive interfaces. In Chapter 4, we also present design and
development of Maareech, a usability testing tool for voice response system.

• Smartphone Applications: In Chapter 5, we present observations and findings from the de-
ployment of mobile-based ICT in rural areas. Findings of deployments that were consistent
with other past studies done in rural areas of developing region show the lack of reliable
data connectivity in this region. We propose a framework that can make use of voice chan-
nel in GSM to transmit data whenever/wherever data connectivity is not available on the
mobile device.
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Chapter 2

Waiting Caller: Information exchange
through Helpline systems

Phones have emerged as a major medium to connect with commercial as well as non-profit orga-
nizations. Almost every organization, across the world, provides telephonic interfaces to fulfill
the information needs of its customers e.g. providing information for technical assistance, lodg-
ing a complaint, or have a general enquiry. To satisfy these information needs, organizations may
set up a call-center or helpline system accessible through any telephonic device including fixed-
line phones. Research shows that telephonic system set up to satisfy information needs of users
provide an added advantage over other digital technologies in terms of requiring minimal user
training [80]. This advantage makes them easily adaptable for any section of society including
rural and illiterate populations. For example, several NGOs and government organizations have
set up their helpline systems to ease out information exchange for farmers in rural areas [80],
women in distress [42, 77] etc.

According to recent statistics, the global market for such helpline and call center will reach
USD 9.7 billion by 2019 and is growing at a rapid Compound Annual Growth Rate (CAGR) of
over 9% [30]. The success of these systems is primarily governed by user/customer experiences
with these helplines. There are several factors that may affect the user/customer experience, e.g.,
time spent by a caller while waiting for an agent to answer the call, successful resolution of
caller’s query, etc.

Traditionally, researchers have paid most attention to the time spent by callers while waiting
for an agent to assist them since all the other factors are largely dependent on skill levels of
the agent. In an ideal world, a caller will never be on hold waiting for an agent, however, in
practice, this would require the number of agents to be always more than the possible number of
simultaneous calls. For any organization, this is not economical and hence organizations always
look for creating a balance between the number of agents required and risk of losing callers who
are on hold. One can solve the problem of losing a caller in two ways:

1. By minimizing the waiting time of caller

2. By making waiting time of caller more pleasant so that they can be encouraged to wait
longer.

The first approach requires statistically analyzing call center data to learn call arrival rate,
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abandon rate, etc. to estimate an optimum number of agents required at any time so that possible
waiting time can be reduced to the desired service level. The second approach is to either improve
the interaction with the system so that waiting becomes pleasant or encourage callers for waiting
longer by inducing user behavior through additional information.

In this dissertation, we focus on the second approach where we try to explore methods and
techniques for inducing longer waiting behavior in callers of call centers/IVR systems. Among
the multifaceted aspects of usability concerning efficiency, effectiveness, engagement, error tol-
erant and easy to learn1, we formulate it as a problem of improving user engagement on auditory
displays. User engagement is a challenging problem as wrong attempts to engage user may result
in more frustration for the user. In the context of call centers, user engagement is traditionally
achieved through the use of IVR systems which can interact with a caller over the phone through
touch-tone or voice recognition. The IVR system exhibits an auditory display in terms of voice
menu and options to the users connected through phones. IVR systems are currently heavily
used by commercial, non-commercial, social and government organizations. In call centers that
experience high call volume and also suffer from the scarcity of human agents, IVR is used as
a tool for engaging callers (user) to wait till any of the agents becomes available to attend the
waiting caller. In general, IVR announces the delay in the form of a repeated audio message with
some time gap between each repetition. The content of the audio message is mostly a variation
of the following text:

“All our call executives are busy in talking to other customers. Please wait for sometime”

OR

“Your call is important to us. Please wait while we connect you to our call representative”

Apart from these, some IVR systems also estimate the waiting time for the caller in the queue
by measuring congestion level in the call center and announce it:

“Your estimated wait time is X minutes.”

Different audio messages can induce different behavior in waiting callers. Unlike a queue
in the physical world, the telephonic queues remain invisible from the callers as the callers do
not know their positions in the queue. This may result in anxiety and irritation at the callers’
end since they can not see or judge the progress to make an informed decision about waiting
or not. Hence, a good use of these audio messages should be in providing a sense of progress
towards the end goal, i.e., end of waiting. These audio messages or other temporal metaphors
can also affect the perceived waiting time of the caller which may be different than the actual
waiting time. In this research, we focus on designing temporal metaphors for auditory displays
as provided by helpline to induce longer waiting time among callers.

2.1 Background - Helpline, Waiting-Time and Temporal
Metaphors

Managing waiting time of callers at helpline has attracted the attention of many research com-
munity including Operations Research (OR) and Human Computer Interaction (HCI). While OR

1 http://www.wqusability.com/articles/more-than-ease-of-use.html
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community focused on modeling call traffic so that correct estimates of required work force can
be employed to keep the waiting time lower than desired service level, HCI community tries to
manage caller through pleasant user experience so that callers are encouraged to wait more than
normal so that they can be served with minimum work force. For this purpose HCI researchers
has shown the usefulness of temporal metaphor that can help reduce perceived waiting time of a
user. Thus, we review literature related to Helpline, waiting time and temporal metaphors.

2.1.1 Modeling call traffic of helpline
Operational research in the area of call centers and IVR systems with respect to above mentioned
problem is largely focused on building a statistical model which can estimate the number of
trunk lines, number of agents required to meet a certain service level etc. Srinivasan et al. [95]
built a model based on Poisson process where call arrival rate was a constant λ. If all trunk
lines were busy then the call was either lost or otherwise it would spend some time in IVR and
would be answered by an agent with probability p or abandoned with probability 1-p. Several
improvements for this model have been proposed including customer impatience in the model in
terms of call abandon rate of the queue [52, 54, 68, 100]. The customer impatience has also been
studied to modify queuing system of call centers. Jouini et al. have compared different queuing
systems for multiple type of impatient customers [50]. However, we aim at proposing techniques
and methods for effective user engagement on audio only medium rather than proposing queuing
system or building statistical model for estimating resources for call centers.

2.1.2 Temporal Metaphors: Managing callers perceived wait time through
feedback

Waiting Time in HCI is an important aspect of system design to enhance User eXperience (UX)
when the interaction between the system and its user is temporarily interrupted (e.g., loading of
web page, file download, or waiting for the arrival of live agents at call centers) [61]. Literature
suggests that providing feedback to a user on the system state, especially during these waiting
periods, increases system usability [89]. Depending on the type of system, several temporal
metaphors (visual progress bar [44], auditory progress bar [58], non-speech waiting cues [43],
etc.) have been designed to provide such feedback to the user. The objective of introducing a
temporal metaphor in the system is to mitigate the adverse effect of wait time so that the system
can successfully hold the user until the waiting process completes.

Peres et al. have suggested an interesting approach for engaging the user with audio progress
bar which is analogous to visual progress bar on GUI [81]. The audio progress bar tries to re-
duce the perceived waiting time, thus making callers wait for longer time. Engaging users on an
IVR system is usually achieved through time fillers like background music, apologies message
(i.e., Sorry, all our agents are busy. Please hold the line), delay announcements (Your expected
waiting time is 2 Min) etc. Many research works focus on caller behavior as affected by audio
message related to delay announcement in the call centers. Feigin conducted an experiment that
announces an expected waiting time (<1 min, 1 min, 2 min etc.) at high level of congestion in
IVR and recommends the callers to return to IVR [37]. It was shown that approximately 1.3%
of the total callers returned to IVR. This study suggests that the audio message can change the
waiting behavior of caller but we require more research on content and presentation of audio
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messages to have impact on larger number of callers. Armony et al. have studied the equilibrium
associated with the delay announcement [10]. The equilibrium exists in a sense of cyclic depen-
dency of the 3 factors i.e., caller’s response to the delay announcement, the system performance
depending upon caller’s response, and the announcement depending upon system performance.
Several other researches have shown keen interest in developing ideas around delay announce-
ment. Allon et al. have studied the impact of postponing the delay announcement in comparison
to providing the delay announcement immediately [8]. They have shown that this postponement
can actually help the call center maintain more credibility among callers and augment the result-
ing equilibrium in certain settings. In all the studies, the delay announcement from call center is
assumed to be of high credibility at caller’s side. However, research has also explored if call cen-
ters can reap benefits by giving false information about delay to lure the customers [9]. Rafeli
et al. have explored psychological aspects of different time fillers like delay announcement,
music, and apology message and their effects on the cognitive process of a waiting caller [74].
They conducted a lab experiment and compared the delay announcements with two other time
fillers like music and apology message. Niida et al. have also showed the effectiveness of dif-
ferent time fillers on visual display [78]. From the literature survey, we conclude that the delay
announcement is an effective mechanism for engaging user on auditory displays.

2.1.3 Temporal Metaphors and evaluation methodology
Traditionally, researchers have studied the effectiveness of temporal metaphors through sev-
eral subjective measures including user preference [29, 58], time perception [43, 44], satisfac-
tion [47], acceptability [29], and appropriateness [38]. At the same time, the use of objective
measures has not been explored much to evaluate the effectiveness of such systems. We discuss
the observation that existing subjective measures are susceptible to several evaluation conditions
(like cognitive load, the paradigm used for estimation [24], etc.) that can bring variations in
the outcomes of the experiments. Further, there are several important objective outcomes that
cannot be inferred from subjective measures like “for what time duration can the proposed tem-
poral metaphor hold users, on average”. Thus, we emphasize the need for objective measures
to generate objective outcomes in the study.

An experiment on the evaluation of temporal metaphor involves a users’ reporting about the
time perceived by them (also known as subjective time). Subjective time is a complex cognitive
process, and user assessment depends on several factors. Lallemand et al. have discussed the
contribution of cognitive psychology to better understand subjective time [61]. Here, we discuss
how these different cognitive processes and assumptions can bring variations in results and their
interpretations for a waiting time experiment.

Mode of Experiment

There are two paradigms to conduct a waiting time experiment for subjective assessment, viz.,
prospective and retrospective paradigms. In a prospective paradigm, users are informed at the
beginning of the experiment that they have to estimate the duration of a given time interval.
In the retrospective approach, users are not aware of the time estimation task until the end of
the experiment. Studies have shown that retrospective and prospective paradigms have oppo-
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site effects on the duration judgment [21, 25]. Block et al. have tried to investigate the reason
for performance differences due to different paradigms used for subjective assessment and con-
cluded that in prospective paradigm, a greater cognitive load on user decreases the subjective-
to-objective time duration ratio whereas in retrospective paradigm a greater cognitive load in-
creases the subjective-to-objective time duration ratio [24]. This performance difference due to
the choice of paradigm used for conducting an experiment and the lack of standard methods to
translate results from one paradigm to another makes it difficult to compare studies conducted in
the past.

Cognitive Workload on the User

The subjective assessment of the time depends a lot on the attention given by a user on the pas-
sage of time. Thus, time is perceived as passing slowly when attention is focused primarily on
time [23]. The amount of attention on temporal information is less if attention on processing
non-temporal information is more, due to a high cognitive demand of a specific task [20, 104].
Thus, the subjective time judgment depends a lot on cognitive workload on the user. Further,
users differ from each other in terms of cognitive capabilities, which means that for the same
task, different users may perceive different cognitive loads. Thus, for the same experiment,
different users report different perceived (subjective) times. Thus comparing results for perfor-
mance difference of temporal metaphors based on different studies in literature is difficult, as it
is not certain whether the difference in results is achieved due to a different system or different
cognitive capabilities of their respective user set. One way to avoid such problems is by having
a properly sampled large number of users in each experiment, but that is costly and not always
feasible. Another approach may be to report cognitive load on the users during the experiment
along with other experimental results. There are different psychometric scales to measure cogni-
tive load on the user, such as the Subjective Mental Effort Questionnaire (SMEQ), also referred
to as the Rating Scale for Mental Effort (RSME) [106], and NASA-TLX [45]. However, little is
known about the representativeness of these scales in terms of the actual cognitive load on the
users and the distribution of observed load on the user again in terms of how much is due to the
system and how much is due to the difference in cognitive capabilities of a user.

Retention Delay

Retention delay is the duration of time beyond which information cannot be retained by the
short-term memory of the human brain. A waiting time experiment conducted with or without
retention delay may produce different results. As the human brain does not remember past events
in a consistent and linear manner [7, 28], event recall happens with selectivity and bias, where
it is easier to remember the first or last moments of an event than those happening in between.
Initial moments are stored in long-term memory, and the last or recent moments are stored in
short-term memory. Short-term memory is less stable and can be affected by a delay of more
than 15-30 seconds (or retention delay); it can also be affected by an interfering activity [39].
Results for a retrospective evaluation after retention delay will solely be based on the long-term
memory [61]. However, if the evaluation is done without retention delay both long-term and
short-term memory affect the subjective assessment.
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Psychological Models for Subjective Time

Most of the literature on waiting time is focused on explaining the distortion in subjective time
perception (under or overestimation). Several models have been proposed to study the perceived
time based on the existence of the internal clock [6, 32, 103].The attentional gate model proposed
by Zakay et al. [105] is considered the best to explain subjective time in HCI [61]. This model
consists of a pacemaker (internal clock) and an accumulator connected by a switch as described in
the model proposed by Triesman [99]. Zakay’s model assumes an additional gate (in comparison
to Triesman’s model) between the pacemaker and switch. The subjective time depends upon the
way a person divides his/her attention between information encoded by a temporal information
processor and non-temporal information processor. The gate takes temporal information into
account and co-ordinates activation of the switch. Thus, different researchers may make use
of different models to explain their results and develop different theories. For a comprehensive
literature review of the models, readers are referred to [23, 41, 65].

2.2 Women Helpline: A Motivating Scenario

In 2013, we began working with a government organization that manages a Helpline system to
provide information to women in distress. We collected data on the usage of Helpline system
to better understand the type of callers and the context of the calls. This helped us in designing
further experiments for studying the effect of temporal metaphors on caller waiting behaviour.

2.2.1 181-Women in Distress Helpline

The state of Delhi is the national capital of India. It has seen a steep increase in the crimes
against women in recent years. A major problem that women have registered is the lack of quick
access to police or other law enforcement agencies in case of violence against them. To ad-
dress women’s concerns, the state of Delhi has established helplines such as 1091 (Delhi Police
Women Helpline) and 23379181 (Delhi Commission for Women). Despite these helplines, how-
ever, women continue to find it difficult to gain quick access to information regarding police or
other law enforcement agencies. To handle these issues, the state government of Delhi decided
to start its supplementary helpline, named the 181 - Women in distress helpline, to provide assis-
tance to women in distress. The helpline started on 31st December 2012 with 24 x 7 availability
and a toll-free number. On its first day, the helpline received around 15,000 calls, however, since
then the usage has reduced significantly. The call center is managed by women call executives
who are trained in handling women’s issues and some legal advisors. The calls vary from seek-
ing counseling over petty matters (e.g., verbal arguments within the family) to criminal assaults
(dowry death, rape, etc.) as said to us by agents attending to the calls. The helpline provides
advice and consultation to women and coordinates with other state agencies (police, legal aid,
medical service, etc.) whenever needed for the quick resolution of women’s complaints. Overall,
since its launch, the helpline has become very popular among the Delhi women due to its effec-
tiveness in getting issues resolved.
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Figure 2.1: Distribution of Queue-time (in seconds) of abandoned call in pre-experiment data
collection

2.2.2 Helpline inspection

To understand the waiting behavior of callers, we analysed the helpline prior to experiment de-
sign. We analyzed 29,548 calls that the helpline had received in the past three months before
the experiment. Out of the total calls, 13,428 were abandoned calls, i.e., calls that were not an-
swered by any agent, and 16,120 were answered calls. We also observed that most of the callers
try again, so the actual number of unanswered callers is not as high as it looks prima facie. To
understand the system dynamics, in order to design our experiment better, we performed some
basic analysis. We analyzed waiting time (or queue-Time) for the abandoned calls and the an-
swered calls separately. Figure 2.1 shows the distribution of abandoned calls based on queue
time. The Y-axes shows the number of abandon calls and the X-axes shows their respective
queue time (or wait time). For abandoned calls, we found that 95% of the calls had a queue time
(waiting time) of less than 97 seconds. It shows that 95% callers on such helplines do not even
wait for100 seconds, which reflects the impatience of callers due to stress. On the other hand,
the waiting time in a regular call centers could be as high as 40 to 50 minutes (as reported in a
leading newspaper of the UK 2). This shows that the nature of helpline callers is different from a
normal call center.

We want to reduce the number of abandoned calls as these calls are important for the purpose
of the helpline. Though many callers return, it will still be better to serve them at the first instant.
One solution is to increase the number of call executives at the time of a rush hour, but due to
several reasons, the number of executives cannot be increased. Thus, we would like callers to
wait more so that they can talk with a helpline executive and get their problems resolved.

2.2.3 Problems Identified

Based on above literature survey and analysis of data collected on helpline usage, we identify
following research challenge to make Helpline system more effective.

2http://www.mirror.co.uk/news/uk-news/big-six-hold-times-energy-3168050
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• Alternate evaluation method for Auditory Progress Bar to minimize bias arises due to
subjective assessment.

• Effective Auditory Progress Bar (APB) Design to encourage helpline callers to wait longer
than normal.

2.3 Survival Analysis for quantitative evaluation of caller wait-
ing behaviour

As discussed previously, we identified how evaluation based on subjective measures can be in-
fluenced by contextual variables like cognitive load, retention delay, paradigm used, etc. The
same experiment, when conducted by different researchers, may produce different results based
upon different configurations that they choose for evaluation. We do not argue which one is bet-
ter, but we emphasize that even when researchers explicitly mention the evaluation methodology
they have chosen, it is not easy to compare the results with other experiments conducted with
different evaluation methodology. As an implication of this, the literature may seem to have
inconsistent findings and conflicting theories. A similar observation was made by Kortum et al.
while designing an auditory progress bar (APB) for a telephonic system [58]. They mentioned
that ten different studies conducted for an auditory progress bar had mixed performances (over
and underestimation of time) and listener preferences. We believe that subjective analysis is a
good method for understanding the attitude and preference of a user, but researchers also need
to incorporate an objective analysis method for a variety of reasons. First, objective methods
are less influenced by individual users, i.e., they can capture the actual behavior of a user with
the system rather than user perception about the system. Second, it is less time-consuming to
collect and analyze objective data for a large set of users. Third, there may be some system
aspects that users cannot assess or report–for instance, how long a system is able to hold users
to wait–and various probabilistic and statistical insights, like the probability that a user will wait
for y seconds, cannot be assessed by users. Hence, an objective evaluation of a system needs
to be integrated with the traditional subjective usability assessment methods. In this section, we
address this gap by introducing an objective evaluation technique that can generate such insights.

We propose the use of actual wait time rather than perceived wait time as an evaluation met-
ric for objective assessment. Subjective studies were largely focused around the perceived wait
time, and the use of actual wait time is limited to calculate the mis-estimation (over or under-
estimation) in perceived wait time [58]. In subjective studies, low perceived time is desirable
which is inferred as the system can hold a user for longer. But by merely inspecting the per-
ceived wait time, it is difficult to guess how long a user will actually wait because perceived wait
time is dependent on factors other than actual wait time like the cognitive load and paradigm
used (retrospective or prospective) for time estimation [24]. Hence, in our proposed objective
assessment we tend to measure the actual wait time of the caller directly instead of estimating it
from perceived wait time or other perceptual variables. Based on the requirement, we propose
the use of survival analysis (a branch of statistics) [55] as an evaluation technique for objective
assessment of the wait time in HCI. It is a statistical tool for time-based analysis and has the
capability to deal with censored data. With survival analysis, researchers can quantify the effect

14



of temporal metaphors, judge its statistical significance, and generate probabilistic estimates of
holding a user with the passage of time.

2.3.1 Conceptual Foundation

Here, we describe the important terms and concepts which will showcase the appropriateness
and applicability of survival analysis. For a detailed description of survival analysis, readers are
referred to [55].

Time Based Events and Censored Data

A time-based event is defined as an event whose time of occurrence is the interest of study. The
case in which the time of an event is known below or above an observed value but the exact
time of the event is unknown is called censored observation [55]. For instance, in the case of
temporal metaphors, the outcome of interest is to find out the tolerable wait time before a user
quits or cancels an ongoing process or transaction. Here, the event to observe is the canceling or
aborting of an ongoing process by the user. Different users will quit or cancel the process after
waiting for a certain time, which may differ among users. The wait time of different users can
be used to statistically compute the tolerable wait time for the users with respect to a temporal
metaphor. However, for certain users researcher will not observe any event if they wait till the
completion of the process. In this scenario, researcher know only that the user waits till a certain
time but do not know exactly how long she is willing to wait. In statistical analysis, such data
points are termed as the Right censored data as the tolerable waiting time for a user is more
than the observed time by an unknown value.

There are two challenges in analyzing data pertaining to a time-based event. The first chal-
lenge is to deal with censored observations and accommodate them with normal observations
in the analysis. The second challenge is that researcher cannot expect data to be distributed
normally as with increasing wait time lesser number of users will be willing to wait.

Survival Function and Probability Estimation

Survival function is the function that relates the probability of an event with the time estimated
from time-based data discussed above. Conventionally, a Survival function F(x) is defined as,

F (x) = Pr(X > x) (2.1)

where, X is a random variable denoting the time of event occurrence and Pr(X>x) is the prob-
ability that the event will occur later than the specified time x. For estimating such survival
function, we will be using Kaplan-Meir [55], a non-parametric maximum likelihood estimator,
which is used in several fields of science, like medical science for estimating the life of a patient,
in reliability engineering to measure the time of part failure, etc. [55]. To estimate the probability
for plotting the survival function, the following procedure is followed:
• Arrange the time-based data in ascending order and denote the time value as x0, x1, ..., xn.
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• At every event, calculate the probability using following recurrence relation:

F (xi) =
ri − ni
ri

F (xi−1) (2.2)

where ri is the total number of events (including censored events) having time value ≥ xi,
and ni is the number of events (non-censored) > xi−1 but smaller than xi.

Size of Effect

To quantify the size of the effect of temporal metaphors on wait time behavior of users, researcher
can calculate mean and median survival time from survival analysis (see descriptive measures of
survival experience [55]).These terms are defined as:
• Mean survival time: It is calculated as the area under the survival curve [55]. It is one of

the measurements to estimate the central tendency of the data distribution of wait time and
represents how long a user waits on the system on an average.

• Median survival time: It is calculated as the smallest survival time for which the probability
of the survival function is less than or equal to 0.5 [55]. Similar to mean, it is another factor
that measures the central tendency of data distribution but is less susceptible to extreme
values.

Statistical Significance

Logrank [19], a non-parametric test, is widely used in survival analysis to estimate whether
the effect has statistical significance or not. It is a form of the Chi-square test and the hypothesis
testing tool to compare two survival distributions. It calculates a test statistic for a null hypothesis
(survival curves for different groups are the same) based on the following relation:

Statistic(Logrank) =

∑
(Expected−Observed)2

σ2(Expected−Observed)
(2.3)

where
∑

(Expected−Observed)2 is the summation of the square of the difference between the
expected number of events and observed number of events for each time point, and σ2(Expected−
Observed) is the variance of difference between expected and observed events.

2.3.2 Field Experiment: Objective Assessment of Auditory Progress Bars
We designed one APB that gives a periodic delay announcement and compared it with the base
line system (BL).

1. Baseline (BL): This system is the existing system of the 181 helpline, which does not
provide any delay announcement to the caller. It has a pre-recorded audio message that
repeatedly plays a welcome message to the caller in the Hindi language. The message
translates to: “Welcome to the Chief Minister’s Women Helpline!!”

2. APB: This is our proposed system, which announces an expected initial waiting time of
300 seconds to each caller. System keeps updating waiting time after every 25 seconds.
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मुख्यमंत्री महिला सियोग 
सेवा में आपका स्वागत िै 

(Welcome to chief  
Minister Helpline.) 

10 seconds 

आपका अनुमाननत प्रतीक्षा 
समय िै 300 सेकंड 

(Your estimated wait time 
is 300 seconds)  

6 seconds 19 seconds 

आपका अनुमाननत प्रतीक्षा 
समय िै 275 सेकंड 

(Your estimated wait time 
is 275 seconds)  

Background 
 Music 

25 (6+19) seconds 

Background 
 Music 

25 (6+19) seconds 

6 seconds 19 seconds …. 

Figure 2.2: Functioning of APB: First callers are greeted with a 10 seconds welcome message
followed by first message about an estimated delay of 300 seconds. Each message about esti-
mated delay takes 6 seconds. Thus, a caller with Queue-time greater than 16 seconds receives
at least one delay announcement. Every estimated delay message is followed by background
music of 19 seconds. The repeated announcement of delay messages by subsequently deleting 25
seconds from the previous estimate continues till the estimate reaches zero. After that caller only
hears the background music.

The value of each announcement against actual wait of caller is shown in Figure 2.2. It
is a simple system which deducts 25 seconds from the last announced time and plays it
in subsequent announcements as the time left for the caller. After the 12 (300/25 = 12)
announcements, actual wait time becomes zero and hence system stops announcing any
delay. The time for duration (300 seconds) and interval (25 seconds) of APB design is
based on following considerations.

• Duration: Literature suggests to estimate the wait time for an announcement based
on coverage probability (β) so that actual wait time never exceeds the announced time
with probability β [51]. To ensure that the actual wait never crosses the announced
wait, we would have to announce wait-time corresponding to β = 1. However, due
to the exponential distribution of wait-time, the value corresponding to β = 1 will lie
at infinity. We did analysis of 29,548 calls that are described in previous subsection
(Helpline inspection) to estimate the wait time for announcement so that value of β
is close to 1. The minimum value which covers sufficiently large number of callers
in our system is 300 seconds (β = 0.999).

• Interval: Choice of interval is influenced by two aspects covered in [29] and [38].
Literature suggests constant attention towards the passage of time makes the wait
time perceived as longer [29]. Hence, the value of intervals between the announce-
ments should be high as every announcement draws the caller’s attention towards the
passage of time. On the other side, Fröhlitch et al. indicates that the wait time greater
than 30 seconds risks a potential hang-up [38]. Nah et al. quoted another study that
also indicates a 30 second threshold in another context [75]. Thus, we chose a high
value of interval [29] that was less than 30 seconds [38, 75] and perfectly divided the
duration (300s).
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We designed to route every alternate call to the same system. For each new call, the system
generates a numerical call ID in an incremental fashion. We took each new call as a different call
even if it came from some previous number logged in our database and assigned it to one of the
systems alternatively. To preserve the privacy of the caller, the system anonymized the caller-ID
(telephone number) to a different numerical ID before storing it in the database. Thus, repeated
calls from the same number could be identified but reverse mapping to the phone number was
not possible.

2.3.3 Data Collection

For the analysis, we collected data for 1 month (6th August - 5th September 2014). The system
logged the following call attributes:
• Caller ID: For each call connected to our system, we logged the anonymized caller id of

the telephone number.
• Time stamps: For each call, we logged the time stamps of the call’s start and end.
• System allocation: For each call, we logged the system name that was allocated, i.e., BL

or APB.
• Announcement Details: We logged the number of announcement messages listened to

during each call and the corresponding value announced in each announcement along with
the time stamp of each announcement.

• Queue Time: We explicitly logged the time spent by each caller on the system waiting for
an agent to answer her calls.

• Call Status: For each call, we logged whether it was answered by an agent or abandoned
by the caller.

In one month, we received a total of 8,748 calls. There was a large number of calls that got
answered or disconnected with waiting time (or Queue Time) <= 16 seconds and hence did not
receive any delay announcement (calls with Queue Time>= 16 seconds received at least one de-
lay announcement, see Figure 2.2). As we want to compare the performance of the system when
callers got a delay announcement to its performance when callers did not get any announcement,
we removed calls with Queue Time <= 16 seconds. For consistency in analysis and comparabil-
ity between the systems, we removed such calls from both the systems and were left with 1,353
calls.

2.3.4 Results and Analysis
Here, we present the analysis of 1,353 calls. Table 2.1 represents the distribution of calls between
the two systems and the number of calls answered and abandoned on each system. These 1,353
calls represent the total calls from 1,082 callers, where some callers called more than once. The
subsequent calls from the same caller may have a priming effect on their waiting behavior, based
on their experience of the first call. To avoid any priming effect on the calls analysis, we have
also presented the analysis for the data where only first call of each caller is considered. The
distribution of the 1,082 remaining calls (i.e., considering only first call of each caller) is shown
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in Table 2.2. In the rest of the section, we will present the analysis for total calls and first callers
separately.

Table 2.1: Total number of abandon and answered call statistics for baseline and APB

System Calls
Answered Abandon Total

Baseline 255 471 726
APB 241 386 627
Total 496 857 1353

Table 2.2: First Call: Total number of abandon and answered call statistics for baseline and
APB while considering only the first call from each caller-ID.

System Calls
Answered Abandon Total

Baseline 208 383 591
APB 207 284 491
Total 415 667 1082

Abandon Rate

A caller who waits longer has more of a chance of her call getting answered than a caller who
waits for a shorter duration of time. To observe which system (APB or Baseline) can hold a
caller longer, Abandon Rate is defined as the percentage of total calls that were unanswered.
Hence, a better system will observe an abandon rate lower than the other system. Based on the
analysis of total calls (see Table 2.1), the abandon rate of APB (61.56% i.e., 386/627) is less
than the Baseline (64.87% i.e. 471/726) by approximately 3%, but results were not statistically
significant (χ2(1, N = 1353) = 1.59, p = 0.2). On analyzing the first call only, we found
the abandon rate of APB (57.8% i.e., 284/491) was much lower than the Baseline (64.8% i.e.
383/591) ,and the results were statistically significant (χ2(1, N = 1082) = 5.5, p = 0.019).
This indicates that APB performed better than Baseline in holding the callers. However, a caller
waiting time is just one of the factors, and there are other factors, such as congestion in the line
and number of agents which also affect the abandon rate of the system. Thus, we will further
analyze the system for more insights.

Survival Analysis

In this section, we demonstrate the use of survival analysis techniques as applied to wait time
(Queue-Time) data collected in the experiment.
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Probability Estimation

We did a survival analysis (Kaplan-Meier) to analyze the probability of callers waiting X seconds
or more in the queue across different systems. In this analysis, the queue time is the survival time
of the caller, call abandonment is the observed event, and answered calls are treated as right
censored data3. We did a survival analysis of total calls and calls that were left after removing
repeated calls from the same telephone number.

Figure 2.3a shows the estimated probability of callers waiting for a particular time (in sec-
onds) on two different systems using total calls. The performance difference can be seen between
the two systems for Queue Time > 100 seconds where the probability that callers will wait on
APB is more than the Baseline. The same performance difference can be seen much earlier
(around Queue Time = 60 seconds) when only first calls are considered (see Figure 2.3b).
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Figure 2.3: Survival Curve: A comparison of survivability of callers on Baseline, and APB.
Markers on each curve show the corresponding censored (Answered calls) data.

Size of Effect

We used the mean4 and median5 of probabilistic data generated through survival function to
quantify the effect of different systems on caller waiting time. Table 2.3 shows the mean and
median estimates of survival time for each system using total calls. The mean of APB (76.52
seconds) is approximately 13 seconds more than the Baseline (63.13 seconds). This shows that
on an average, APB can hold each caller 13 seconds more than the Baseline. We observed
that both the systems have the same median of 39 seconds that is evident as the left half of the

3In this experiment, the queue time of answered calls represents right censored data as caller could have waited
more than the queue time but unknown by how much.

4Mean survival time is estimated as the area under the survival curve
5The median survival time is calculated as the smallest survival time for which the survivor function is less than

or equal to 0.5
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Table 2.3: Means and Medians for Survival Time based on total calls

Meana

Estimate Std. Error
95% Confidence Interval

Lower Bound Upper Bound
Baseline 63.318 4.199 55.087 71.548
APB 76.522 5.910 64.938 88.106
Overall 69.737 3.623 62.637 76.837

Median

Estimate Std. Error
95% Confidence Interval

Lower Bound Upper Bound
Baseline 39.000 2.187 34.714 43.286
APB 39.000 1.595 35.874 42.126
Overall 39.000 1.379 36.296 41.704

Table 2.4: Means and Medians for Survival Time based on first calls

Meana

Estimate Std. Error
95% Confidence Interval

Lower Bound Upper Bound
Baseline 74.100 7.364 59.667 88.533
APB 94.063 7.876 78.627 109.499
Overall 90.125 7.783 74.870 105.379

Mediana

Estimate Std. Error
95% Confidence Interval

Lower Bound Upper Bound
Baseline 40.000 2.712 34.684 45.316
APB 43.000 2.582 37.938 48.062
Overall 42.000 1.661 38.744 45.256
a. Estimation is limited to the largest survival time if it is censored.

survivability curve is almost the same (see Figure 2.3). This can also be interpreted as if the
helpline has sufficient agents where the waiting time of callers is below 39 seconds, then we will
not observe any performance difference between the two systems.

We did the same analysis for first calls, and estimated mean and median are shown in Ta-
ble 2.4. We can see a wider gap in the performance. The mean of APB (94.06 seconds) is
approximately 20 seconds more than the Baseline (74.1 seconds). Similar to the analysis on total
calls, median values are close to each other.

A performance difference of 13 seconds or 20 seconds (considering only first calls) may not
impact full performance difference for a normal call center, but it is a considerable improvement
for helpline callers where the average waiting time is less than 64 seconds (see mean of BL
in Table 2.3) or 75 seconds (considering first call, see mean of BL in Table 2.4). It is also
evident from the abandon rate, which was reduced to 3-7% (see previous subsection). Further,
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optimization on the APB design may bring better performance.

Statistical Significance

We did further analysis to check the statistical significance of our observed performance dif-
ference through Chi-Square statistics, i.e., Logrank (Mantel-Cox). While testing total calls for
statistical significance, we did not observe any difference (χ2 (1, 1353)=0.945, p=0.33). How-
ever, on analyzing the data of first calls, we find the results are statistically significant (χ2 (1,
1082)=5.058, p<0.05).

We further analyzed the reason for not achieving statistical significance with total calls. We
believe one of the reasons could be the repeated calls in the data set. We hypothesize that a
caller can estimate the waiting time in subsequent calls based on one’s experience of the first
call. Thus, irrespective of the system, callers have sufficient information on the waiting time. To
check this, we analyzed 271 repeated calls (i.e. first calls subtracted from total calls). We did not
find any statistically significant differences (χ2 (1, 271)=0.003, p>0.05) in the two systems. The
repeated calls on APB had a lower mean (83.38 seconds, 95% CI[52.25, 114.51]) and median
(40 seconds, 95% CI[34.47, 45.53]) than the first calls.

2.3.5 Discussion

This section reflects on our results and discusses possible interpretations and limitations of it.
We discuss how our proposed method can be generalized to other tasks, application types, and
settings.

We showed that the user wait time data can be used objectively to evaluate the performance
of temporal metaphors for their ability to hold callers. We showed survival analysis, a lifetime
estimation technique, can be used for such purposes to generate probabilistic and statistical in-
sights.

The first concept that we discussed is a survival curve. It is a continuous time-based evalua-
tion of temporal metaphors. It denotes the probability a user will wait for a given time. Several
insights can be drawn from this while comparing temporal metaphors. For instance, if curves are
non-overlapping [ ] then the temporal metaphor with a curve on a higher side along ordi-
nate (Y-axis) represents better performance. In the case of overlapping curves [ ], let’s say
intersecting at time t on the X-axis can be used to make a thoughtful decision on which temporal
metaphor should be used based on the average wait time of task for which that temporal metaphor
is employed. If average wait time of task is less than t, then the metaphor whose survival curve
is at the higher side for wait time less than t should be used. Otherwise, if average wait time
of task is greater than t, then the metaphor whose survival curve is at the higher side for wait
time greater than t should be used. An important underlying assumption for statistical evaluation
of the survival curve that overlapping curves violate is proportional hazard. If survival curves
cross each other, then this is the evidence that hazards are not proportional. For such overlap-
ping curves, the analysis should take into account the interaction effect and separate the analysis
before and after the crossing. We refer the reader to [55] for hazard function and assumption of
proportional hazards.
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Second, we discussed quantifying the size of the effect of temporal metaphors on the wait
time behavior of users. If a particular metaphor has performed well then quantifying it for the
achieved difference in performance will further enhance the understanding of temporal metaphors.
This may be valuable for practitioners and researchers. Such data needs to be reported with both
the mean and median with their respective confidence intervals to have a better insight about
the central tendency of the data. Medians may be good to report in non-Gaussian or positively
skewed data (as in task time data in usability studies [88]), but sometimes due to resistance to ex-
treme values, they do not capture the performance difference adequately. This is evident from our
results where the medians are close to each other even when systems have a significant difference
in performance statistically. Thus, the mean can be helpful in quantifying the effect size.

We also discussed assessing the statistical significance of the performance difference. We
employed the Logrank test for this purpose, which is a form of the Chi-square test and widely
used in survival analysis and life estimation techniques [19]. There are other similar tests like
the Wilcoxon-test and Tarone-ware test which can be used for different applications based on
the need. These tests differ in sensitivity to the survival curve and put different weights to initial
events and events that are happening later in the time. For more discussion on the comparison of
Logrank and other applicable tests in survival analysis and the effect of right-censoring, please
refer [83].

This objective evaluation method is applicable to other application types and is well suited
for large-scale, automatic usability evaluations. Along with the event of interest, user wait time
behavior can be automatically logged in system and software products. Automatic system log-
ging enables a large-scale data collection for usability assessments without relying explicitly on
user response through a form or survey.

2.3.6 Next Steps

Having an objective assessment technique is the first step towards our goal of designing temporal
metaphors for auditory systems like Helpline. Previous research on wait time has not explored
objective assessment techniques. We identified the need for an objective assessment technique
to minimize the influence of any contextual variables, generating objective outcomes like How
long a user will wait. We developed a method for analyzing the wait time data using survival
analysis, which can be the basis for an objective assessment based user’s wait time rather than
perceived time. Survival analysis or other lifetime estimation techniques (like Accelerated Fail-
ure Time Model [48] and Cox regression [55]) are popular among reliability engineers and med-
ical scientists, and we have indicated its potential use in HCI for wait time experiment. Next, we
use Survival analysis to investigate the performance of different design parameters of temporal
metaphors. This could be helpful in designing metaphors that can hold callers longer those are
waiting to get information from an assistant or an expert answering the calls received at helpline.
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2.4 Theoretical Models for Comparing Auditory Progress-bar
designs

In this section, we will describe properties of Telephonic queues and the possible variation in
Auditory Progress Bar design that we will compare through a real world experiment.

2.4.1 Telephonic Queue

To formulate the research problem around waiting callers in a telephonic queue, it is required to
understand different aspects of it:
• Invisibility of the Queue: The telephonic queues are invisible to the caller as the position in

the queue and progress of the queue are not visible to the caller until and unless provided by
the system. A customer in a telephonic queue may behave differently than from a physical
queue. A lengthy physical queue may look irritating initially. However, once a decision to
wait is made by a customer than advancement in the queue will bring more positive sense
towards reaching the end goal. On the contrary, on the telephonic queue customers who
are unaware of their position and length of the queue may take a decision to wait initially,
but will feel more inclined to leave when put on hold for a longer time.

• Patience of a caller: Caller patience is another important factor in any queue (physical
or telephonic). It can be measured as the time caller is willing to wait. There are several
factors which affect the waiting time of a caller, e.g., cognitive state (stress, purpose etc.)
of the caller at the time of the call, previous experience with the same system, etc. A
caller under stress who is in some sort of emergency may not be that patient as a normal
caller; in contrast, a caller who requires consultation or needs to report the grievance may
wait longer than a normal caller. Similarly, previous experience with the system can act as
assurance in the initial phase of waiting as caller may have an idea of approximate system
response time. The uneasiness and impatience factor will start developing after the caller
surpasses perceived average waiting time.

• Time perception by a caller: Human perception about time is different from the actual
time. According to the maxim in the psychology literature, “uncertain wait is perceived
longer than known finite wait” [67]. In the absence of known finite wait or estimate of the
required wait on a telephonic queue, callers will generally perceive waiting time lengthier
than the cases where they have an estimate of the required wait. Secondly, a constant
attention towards the passage of time is also perceived as longer than otherwise.

2.4.2 Research Directions

Research on telephonic queues has shown that delay announcements can impact the waiting
behavior of the caller. We believe that different messages have a different impact, and delay
announcements and their reaction to the caller are not explored in depth. In this section, we
formulate some research directions which are required to understand the underlying impact of
the delay announcement on a caller:
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• Type of Information content: Probably the most important question in designing a delay
announcement is about the information content that is intended to be passed to the caller.
One delay announcement can convey the position of the caller in the queue whereas another
can convey expected time left, or it can simply be about requesting to wait more. Once we
select an information type, we can further study the trade-off associated with the different
value of information content. For example, if we select time as information type than a
small value for announced waiting time will have more callers for a short time but with a
large value for announced waiting time we will have few callers for a long time.

• Frequency of Information delivery: Delay announcements are given after a certain time
gap. The impact of the different time gap between successive delay announcements is an
important design parameter that we have studied in our experiment.

• Unverifiable information: An important observation in delay announcements is that the
information provided to the customer is unverifiable. There is no way by which a caller
can easily verify the information, e.g. if caller position is announced then the caller can
not verify if the announced position is indeed her actual position. This leads us to ask if
could falsify this information to lure callers to continue waiting? Would it work?

• Expiry of expected waiting: A caller may decide to leave if the time given by the delay
announcement surpasses, because the caller may question the credibility of the system.
However, an alternate hypothesis is that the caller may wait considering herself closer to
end goal after having invested significant time in waiting for an agent.

2.4.3 Experiment Design
To study the impact of different delay announcements we designed different delay announcement
and deployed it at 181 women helpline. Here, we explain our system and study design and the
hypotheses.

System design

We designed 7 different systems (P1, T2, T3, T4, M5, L6, L7) with different types of delay
announcements and compared them with a baseline system (B0). The system Position (P1) and
Simple Time (T2) explores the role of announcing position and time-based information respec-
tively. The system Dynamic Time (T3) is also a time-based system where estimated time can
increase or decrease in the subsequent announcement. Stretched Time (T4) is designed to ex-
plore the non-verifiability of information where callers are deceived to wait more by artificially
shrinking or expanding the time. Simple Message (M5) is similar to Baseline (B0) but every
20 seconds it explicitly announces to wait more. The system Long Time (L6) announces a high
waiting time to explore the difference in system performance in comparison to a small value
announced by T2. We have designed the another system similar to L6 termed as Less frequent
Long Time (L7) to explore the effect on system performance by lowering the frequency of delay
announcement. Detailed description of each system is given below:

1. Baseline (B0): This system is the existing system of 181 helpline which does not announce
any delay announcement to the caller. It has a pre-recorded audio message which repeat-
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edly plays welcome message to the caller in two languages i.e. Hindi and English.

“Welcome to Chief Minister’s Women helpline!!”

2. Position (P1): This system is same as B0 but announces caller position in the queue. The
caller who calls to the helpline first gets a welcome message similar to B0 followed by
their position in the call. Then the system keeps updating position of the caller after every
20 seconds.

“Your waiting number in this queue is XXX!!”

3. Simple Time (T2): This system is same as B0 but announces an expected initial waiting
time of 100 seconds to each caller. The system keeps updating waiting time after every
20 seconds. The value of each announcement against actual wait of the caller is shown
in Table 2.5. This is a simple system which deducts 20 seconds from the last announced
time and plays it in the subsequent announcement as the time left for the caller. After the
5 announcements, actual wait time becomes zero and hence system stops announcing any
delay announcement for the rest of the waiting period. This system helps in understanding
whether a caller leaves the system after initial waiting time is over, or she will continue to
stay.

“Your waiting time is X seconds!!”

Table 2.5: Announcement in different delay uses the following table to announce the expected
time left. First column shows actual time a caller has waited at that announcement

Actual wait T2 T3 T4 L6 L7
(In seconds)

16∗ 100 100 100 200 200
36 80 120 70 180 -
56 60 110 60 160 160
76 40 70 50 140 -
96 20 90 40 120 120

116 - 70 30 100 -
136 - 60 25 80 80
156 - 60 20 60 -
176 - 40 15 40 40
196 - 30 10 20 -
216 - 20 5 - -
∗at t = 0 a welcome message having audio duration
of 16 seconds is played immediately followed by

respective delay announcement

4. Dynamic Time (T3): This system is same as T2 and announces the time left for the caller
after every 20 seconds. However, in this system we simulated a situation where expected
time of the caller may not necessarily decreases from the last announced time. The system
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increases wait time twice i.e. one after actual wait of 20 seconds and the second time after
actual wait of 80 seconds (see Table 2.5).

“Your waiting time is X seconds!!”

5. Stretched Time (T4): This system is same as T2 and announces the time left for the caller
after every 20 seconds. However, in this system, though the announced time always de-
creases, but the decreased time can stretch or shrink and does not correspond to the actual
decrease in waiting time. In our experiment, time has stretched to 30 seconds in first 20
seconds but has shrunk all the time in the later announcement (see Table 2.5). The user of
such system always feels the expected time left for waiting has decreased from the previ-
ous announcement but we have adjusted the pace of time by changing the amount of time
decreased (differs from the actual wait of 20 seconds) from the last announcement.

“Your waiting time is X seconds!!”

6. Simple Message (M5): This system does not announce any time or position information in
its delay announcement. It is a simple system which after every 20 second announces that

“You are in the queue. Please wait!!”

7. Long Time (L6): This system is similar to the simple time (T2) but starts it by announc-
ing an initial waiting time of 200 seconds instead of 100 seconds. In the subsequent an-
nouncement (after every 20 seconds) the system reduces waiting time by 20 seconds (see
Table 2.5).

8. Less frequent Long Time (L7): This system is similar to Long time (L6) and starts by
announcing an initial waiting time of 200 seconds. However, in the subsequent announce-
ment happens at a time gap of 40 seconds and the system reduces waiting time by 40
seconds instead of the time gap and time reduction of 20 seconds (see Table 2.5).

Study design

Since, we have 8 systems in total, we designed to route every 8th call to the same system. For
each new call, system generates a numerical call ID in an incremental fashion. This call ID is
operated with modulo 8 to decide the system to handle this call. Table 2.6 shows assignment
based on output of the modulo 8 on call id:

We decided to take only first call of a user for our analysis to avoid any bias that may come
because of user’s experience with the system. We took each new call as a different call even if it
came from some previous number logged in our database and assigned it to one of the systems
as per above algorithm. Later, for the analysis we removed any subsequent calls from the same
number and took only the first call of any caller for analysis.

2.4.4 Data Collection

For the analysis, we collected data for 12 days. The system logged following attributes associated
with each call:
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Table 2.6: Assignment of system based modulo 8 operation on the system generated call id.

Output(=Call ID % 8) System
1 BO
2 P1
3 T2
4 T3
5 T4
6 M5
7 L6
0 L7

• Caller ID: For each call connected to our system we logged the caller id of the number and
mapped to a different set of numeric keys to preserve the privacy of caller.

• Time stamps: For each call we logged time stamp of call start and call end
• System allocated: For each call we logged the system name that is allocated for announcing

the delay according to algorithms discussed earlier.
• Announcement details: For each call we maintained a detailed entry into the database re-

lated to each announcement made by the system. We logged the number of announcements
listened in each call and the corresponding value announced in each announcement along
with the time stamp of each announcement.

• Queue Time: We explicitly log the time spent by each caller on the IVR waiting for an
agent to answer her calls.

• Call status: We maintained the log for each call whether it was answered by an agent or
abandoned by the caller.

In a span of 12 days, we received a total of 16,922 calls. We analyzed 16,922 calls out of
which 9,612 were unique callers. We analyzed the first call of these callers on our system which
received at least one delay announcement from the system. We found that out of 9,612 calls,
only 926 calls received one or more delay announcement (calls with Queue Time>= 16 seconds
received at least 1 delay announcement, see Table 2.5). Call distribution across the system differs
in number because repeated calls from earlier callers were removed from the analysis. Further
distribution of call across each system is summarized in Table 2.7.

2.4.5 Results and Analysis

The objective of each system is to hold the caller for a longer time so that the number of aban-
doned calls can be decreased. Thus, the percentage of abandoned calls ( hereafter referred as
abandon rate) will be minimum for the best system. Another comparison for measuring the sys-
tem ability to hold a caller is to calculate the probability that the caller will wait for X seconds on
each system. The best system will have the highest probability for any given value of X seconds
(waiting time). We call this probability as caller survival probability. The survival analysis is
a branch of statistics which is widely used in statistical analysis of call center and medical sci-
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Table 2.7: Distribution of First Call with at least one delay announcement of Unique Callers
(N=926)

System Answered Abandoned Total Abandon
Calls Calls Calls (in %)

B0 68 57 125 45.60%
P1 62 61 123 49.60%
T2 71 60 131 45.80%
T3 74 56 130 43.10%
T4 55 48 103 46.60%

M5 55 45 100 45.00%
L6 49 56 105 53.30%
L7 64 45 109 41.30%

Overall 498 428 926 46.20%

ences to calculate such probabilities [55, 63]. We have used Kaplan-Meier estimator to perform
the survival analysis of the queue time (waiting time) of calls on each system [36].

In this section, we will compare the performances of different systems. We will analyze the
8 systems based on abandon rate and survival analysis to understand the system dynamics of
each system. We will also establish that delay announcements in emergency helpline can influ-
ence the waiting behaviour of the callers.We have reported both the mean and median survival
time. In quantitative analysis median is a good metric for performance comparison when dealing
with non-Gaussian or positively skewed data (as in task time data in usability studies [88]), but
sometimes due to resistance to extreme values, they do not capture the performance difference
adequately.

Abandon Rate

Abandon rate is a crude measure to see the effectiveness of our system. Abandon rate is defined
as the percentage of total calls which were unanswered. A caller waiting longer has more chance
of her call getting answered than a caller who waits for a shorter time. Hence, a better system
will observe an abandon rate lower than the other systems. However, a caller waiting for longer
is one of the factors, and there are multiple other factors such as congestion in the line and
number of agents which also affect the abandon rate of the system. Table 2.7 shows the abandon
rate of each system.The system L7 experienced minimum abandon rate. Chi Square test did not
show any statistically significant difference between the abandon rate of the systems (Chi Square
(X2(7) = 4.38, P = 0.735). To further analyze the waiting behavior on each system, we will
focus on waiting time of the callers through a statistical method (Survival Analysis).

Caller Survivability

We did survival analysis (Kaplan-Meier), to analyze the probability of callers waiting for X
seconds or more in the queue across different systems. In this analysis, queue time is the survival
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Table 2.8: Estimation of survival mean and median

System

Meana

Estimate Std. Error
95% Confidence Interval

Lower Bound Upper Bound
B0 77.637 14.169 49.865 105.409
P1 74.957 8.558 58.183 91.731
T2 117.406 17.335 83.429 151.383
T3 176.441 20.68 135.908 216.973
T4 73.468 9.903 54.059 92.877

M5 84.482 10.152 64.585 104.38
L6 68.178 9.858 48.857 87.5
L7 86.817 10.02 67.178 106.455

Overall 109.346 8.656 92.38 126.313
a. Estimation is limited to the largest survival time if it is censored.

System

Median

Estimate Std. Error
95% Confidence Interval

Lower Bound Upper Bound
B0 43 5.744 31.741 54.259
P1 42 4.744 32.702 51.298
T2 56 13.091 30.342 81.658
T3 51 4.31 42.553 59.447
T4 49 9.665 30.056 67.944

M5 71 15.632 40.361 101.639
L6 43 6.374 30.508 55.492
L7 54 15.411 23.795 84.205

Overall 48 2.526 43.048 52.952

time of the caller, call abandonment is the observed event, and answered calls are treated as right
censored data6. We did survival analysis of 926 calls which were left after removing repeated
calls from the same telephone number and was not dropped while listening to the welcome
message (queue-time<16 seconds). Table 2.8 shows mean7 and median8 estimation of survival
time for different systems. Figure 2.4 shows survival probabilities of such callers for different
systems on a logarithmic scale.

We did further analysis to interpret the survivability curve through different Chi-Square statis-
tics, i.e., Logrank (Mantel-Cox), and Breslow (Generalized Wilcoxon).,as these tests give differ-
ent weight to different parts of the survival curve 9.

6A right censored data is a data point that is known to be above a certain value but it is unknown by how much.
In this experiment, the queue time of answered calls represent right censored data as caller could have waited more
than the queue time but unknown by how much.

7Mean survival time is estimated as the area under the survival curve
8The median survival time is calculated as the smallest survival time for which the survivor function is less than

or equal to 0.5
9To read more about rank invariant test please refer to [83]
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2.4.5.1 Acceptability and Retainability

For a user population, survival curve indicates overall satisfaction at different waiting-time. But
with increasing wait-time number of satisfied users decrease and it is important to find that
whether the decrease in satisfaction is due to mismatch of expectation or different perception.
Thus, two things we are particularly interested in finding are:
• Acceptability: Upon listening to the first delay announcement, the caller may drop the

call immediately because announced value is not worth waiting. For instance, estimated
waiting time for a caller is 120 seconds and his/her position in the queue is 2. In this case,
it may happen that a caller may decide to wait upon hearing that his/her position in the
queue is 2 and may not wait if the caller gets the same information as waiting time (instead
of position) i.e. the caller has to wait for 120 seconds. The system with less convincing
delay information will see a higher call drop at the starting of the survival curve i.e. the
system has less acceptability.

• Retainability: Among the callers who decide to wait after hearing the initial announce-
ment may differ in waiting time from one system to another. A system may be able to
hold the callers significantly longer than the other systems and the difference can be seen
through the tail of the survival curve.

Acceptability models the user expectation in the system. Announcing an initial wait time more
than user expectation may result in the immediate abandon of call. The second attribute i.e.,
Retainability models the user perception in the system. If a waiting user perceives that (s)he
has waited for more than sufficient than (s)he will abandon the call. The statistical test can be
selectively applied to study the parameter of interest. Log-rank is sensitive towards the end (or
Right Tail) of the survival curve which may help to identify if a system is able to hold the callers
more than the other. Breslow test gives more weight to early failures of survival curve, thus helps
to understand if the system is acceptable to the callers at first delay announcement.

Curve Fitting

In our experiment, survival curve of each system shows the characteristics of an exponential
curve (see Figure 2.4). However, comparing the performance characteristics of different systems
is difficult through survival curves as they intersect each other multiple times. To overcome the
problem of multiple time intersecting survival curves, we model the system survival probabilities
through exponential distribution as shown in Figure 2.5. Resulting exponential curves intersect
each other at most once. Based on the exponential model, we estimate the value of acceptability
and retainability of each system for comparison.

The exponential function is given below:

Y = αe(−λX) + C

’Y’ represents survival probabilities, and X represent corresponding queue time. The constant
term α represents the acceptability of the system. The acceptability of the system is the survival
probability of the user who are willing to wait after the first announcement (i.e. QueueTime =
16+ δ where δ → 0+). As the system with less convincing delay information will have a higher
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Figure 2.4: Survival Curve: Abscissa shows the survival probability against the plotted queue-
time on ordinate for each system. The markers are the censored data (refers to answered call
in this case). A higher value (on the abscissa) of the curve means a better system in promoting
caller to wait more.

call drop at the starting of the survival curve and thus resulting in a smaller value of α. We can
see that at X=0, the value of Y is obtained by extrapolating the curve for X < 16. Hence, the
estimated value of α through extrapolation of survival probabilities at X=0 may be greater than
1.

Here, λ is the decay rate of the exponential function. This measures the rate at which caller
leaves the system among those who chose to wait for more after the first announcement. A
smaller value of λmeans high retainability of the system. The constant C is smoothing parameter
to minimize the standard error for the fitted distribution. Thus, the final curve for a system can
shift up or down based on values of (α, λ). The overall system performance is measured the
area under the curve (i.e.

∫∞
16
(αe(−λX) + C)dx ). In the case of a non-overlapping curve, we

interpret a system has better overall performance if its curve is placed on a higher side of ordinate
(Y-axis). The value of λ and α for each system are stated in Table 2.9.The system P1 has the
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Figure 2.5: Theoretical Model: A sharp decrease in survival probability at X=16 models the
callers left the system after listening to first delay announcement. The system leaving behaviour
of remaining callers are modeled with an exponential function

highest acceptability (α=1.24) and system M5 has best retainability (λ=0.016).

Table 2.9: Estimated decay rate for each system. A low value of exponential decay shows that
system can retain caller for longer

System λ α
Estimate Lower Bound Upper Bound Estimate Lower Bound Upper Bound

M5 0.016 0.013 0.018 1.032 0.977 1.087
T2 0.020 -0.058 0.092 0.95 0.893 1.014
L7 0.022 -0.043 0.087 1.074 1.024 1.123
B0 0.025 -0.032 0.081 1.153 1.113 1.194
L6 0.027 -0.067 0.122 1.188 1.148 1.228
P1 0.032 -0.013 0.078 1.248 1.235 1.261
T4 0.034 -0.075 0.143 1.186 1.154 1.217
T3 0.04 -0.083 0.163 1.197 1.177 1.217

Through curve fitting via optimization, we produced the final fitted model for each system as
shown in Figure 2.6. We can see time-based systems T2 and T3 have overall performed better
than the other systems. From Figure 2.6, we conclude that the overall system performance have
following relative order ( i.e. A curve on higher side of ordinate is a better system as it will have
larger area under the curve):

L6 < B0 < P1 < T4 < L7 < M5 < T2 < T3 (2.4)

The order of retainability and acceptability (as given below) of the system is assessed through
the decay rate (i.e. λ) and α of the estimated exponential is given in Eq 2 and 3, respectively.

T3 < T4 < P1 < L6 < B0 < L7 < T2 < M5 (2.5)
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Figure 2.6: Curve Fitting: System performance after curve fitting via optimization. We can see
system differs in starting point of the curve at X=16 and has a different decay rate.

T2 < M5 < L7 < B0 < T4 < L6 < T3 < P1 (2.6)

The order of retainability and acceptability is different from the order of overall system perfor-
mance (comparing E2 and 3 with Eq 1). This shows that both the factors have an implication on
the overall system performance. For example, System P1 has best acceptability (see Eq3) but still
appear very low in the overall system performance ranking (see Eq1), due to low retainability as
shown in Eq 2.

Inferences

In this section, we interpret about different systems and their characteristics (Type of information,
frequency, etc.) based on acceptability, retainability and overall system performance calculated
through survival mean, median, curve, decay rate, etc. To establish any argument for statisti-
cal significance (p<0.05), we will use Breslow and Logrank for acceptability and retainability,
respectively (see Table 2.10).

1. Baseline (B0)): We now establish whether delay announcement system is effective or
not. The ranking based on overall system performance shows that all the systems except
L6 have performed better than Baseline system (see Eq 1). This shows that informed
delay announcements are effective in holding the callers for long. The reason for the bad
performance of L6 is discussed later with other time-based systems.

2. Simple Message (M5): The system M5 does not provide any delay information apart from
consistently telling the caller that “You are in a Queue”. We found that the system M5
performed much better than the Baseline B0 (see Eq 1 and Figure 2.6). M5 shows that
explicitly informing the caller to wait is much more effective than B0 style of repeatedly
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Table 2.10: Statistics: Bold faced values shows that pair (T3, T4) and (T3, L6) are statistically
different (p<0.05)
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B0
X2 – 0.02 1.47 2.6 0.02 1.2 0.29 1.46

Sig. – 0.89 0.23 0.11 0.88 0.27 0.59 0.23

P1
X2 0.05 – 1.08 2.74 0.12 0.73 0.76 1.19

Sig. 0.83 – 0.3 0.1 0.73 0.39 0.38 0.28

T2
X2 0.59 0.33 – 0.83 1.62 0.08 3.76 0.01

Sig. 0.44 0.56 – 0.36 0.2 0.78 0.05 0.91

T3
X2 2.67 2.36 0.69 – 3.3 0.53 6.57 0.26

Sig. 0.1 0.12 0.41 – 0.07 0.47 0.01 0.61

T4
X2 0.12 0.38 1.48 4.06 – 1.2 0.23 1.72

Sig. 0.73 0.54 0.22 0.04 – 0.27 0.63 0.19

M5
X2 0.72 0.43 0 0.4 1.23 – 2.5 0.02

Sig. 0.4 0.51 0.95 0.53 0.27 – 0.11 0.89

L6
X2 0.4 0.75 2.08 5.28 0.03 1.86 – 3.77

Sig. 0.53 0.39 0.15 0.02 0.87 0.17 – 0.05

L7
X2 1.33 1.06 0.17 0.15 2.27 0.1 3.16 –

Sig. 0.25 0.3 0.68 0.7 0.13 0.76 0.08 –

playing background music and a welcome message without an explicit message for the
caller to wait more. We will discuss later about the good retainability and poor acceptabil-
ity of M5 by comparing it with Time-based and position based information.

3. Time: We compare five time-based systems (T2, T3, T4, L6, L7) based on overall system
performance (see Eq 1); all the systems except Long Time (L6) perform better than the
Baseline system (B0). To study the negative performance of L6, we compare it with Simple
Time (T2) as the two systems only differ in the initial value of the time announced by them
i.e., T2 starts with the first announcement as 100 seconds and L6 with 200 seconds. The
Log-rank statistic shows (see Table 2.10) that the statistical significance of the performance
difference in T2 and L6 is close to 0.05 which indicates that systems have significantly
different retainability. We empirically find that the announcing large waiting time has a
deterrent effect on the caller.
Further, we find that time-based systems have lesser retainability when compared with
the Simple Message M5 (see Eq 2). We explain this performance difference based on
the working of cognitive timers10. A cognitive timer provides the information regarding
subjective time and has a direct positive correlation with the amount of attention focused
on the passage of time. Thus, the time is perceived as passing slowly when attention is
focused primarily on time [22]. Thus, we conclude that time-based system should have
an effective mechanism to lower the attention towards the passage of time. One such
mechanism is to lower the frequency of delay announcement, which we will discuss next.

10Cognitive Timers are mental vehicles for processing temporal information
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4. Frequency: The negative effect of high frequency can be seen by comparing the perfor-
mance of Long Time systems L6 with L7. The system L6 and L7 differ only in frequency
of delivering the delay information. The overall performance of the system L6 is worse
among the 8 systems (see Eq 1 and Figure 2.6). While the system L7 has attained a bet-
ter overall system performance by slowing down the frequency of delivering the delay
message (see Eq 1 and Figure 2.6). At high frequency, the time-based system puts more
attention on the passage of time. Thus making caller perceive passing time longer than the
same time-based information delivered at low frequency. This results in better reatinability
of L7 (see Eq 2). The Log-rank statistics for significance difference between L6 and L7 is
slightly greater than 0.05 (when checked up to third decimal place).

5. Position: The system P1 announces position in the telephonic queue as delay information.
The system P1 is designed to provide a sense of progress without putting any attention
towards the passage of time thus avoiding the negative effect of cognitive timer on system
retainability. We hypothesize that P1 should be best performing among the 8 systems. We
find that P1 has best acceptability (see Eq 3). However, Eq 1 shows that the overall system
performance of P1 is only better than Baseline (B0) and Long Time (L6). Figure 2.7 shows
survivability curve of P1, Baseline (B0), and Simple Time (T2). Survivability curve of P1
and B0 are almost similar, although Chi square statistics (see Table 2.10 and 2.10 ) does
not show any significance for statistical similarity (p<0.95). In fact, the survival curve
shows the performance of P1 drops below B0 between Queue time of 50 and 70 seconds.
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Figure 2.7: Survival Curve: A comparison of survivability of callers on Position (P1), Baseline
(B0), and Simple Time (T2). Markers on each curve show the corresponding censored (Answered
calls) data.
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We investigate for a possible explanation of these counter-intuitive results. We find that
position value announced to the caller in P1 range from 1 to 8 (M=1.609, SD =1.19). This
shows that majority of the callers got their position in the queue as either 1 or 2. We believe
that such a small value announced to the callers as their position in the queue created a high
expectation among the callers for their call getting answered early. This may be the reason
that some people who could have waited without any information became impatient later
(poor retaianability) due to uncertain wait time11 and high expectation. Such impatience of
caller leads to increase in the abandon rate. We found that the abandon rate of P1 (49.60%)
is higher than Baseline B0 (45.60%).
We conclude that position based system which has the best acceptability (see Eq 3) has
very poor retainability. Thus, such system should not be used for a scenario where the
system has high waiting time.

6. Unverifiable information: System Dynamic Time (T3) and Stretched Time (T4) manipu-
late the time information announced to the callers differently. We hypothesized that always
decreasing estimated time in T4 is better than the Dynamic system (T3), where estimated
time can increase in a subsequent announcement. This attribute of T3 could have a negative
effect on the callers who were promised to wait for a lesser time in an earlier announce-
ment. Secondly, we also hypothesize that artificial shrinking or expanding time can help
us to slow down the perceived waiting time as the caller may or may not be watching their
wristwatch or mobile phone to confirm the actual time passed with time announced by the
system T4.
Contrary to our hypothesis, T3 has the best overall performance (see Eq 1). T3 is not just
better than stretched Time (T4), in fact, T4 has the minimum estimated mean and T3 has
the maximum estimated mean among the 8 systems, which is more than the two-fold of
the Baseline (B0). The initial part of Survivability curve (Figure 2.4) shows a significant
behaviour change in T3 and T4 after X=50 seconds. The Breslow-Wilcoxon statistics also
shows that the difference between T3 and T4 is also statistically significant (p< 0.05).
Therefore, we reject the first hypothesis.
The relatively poor performance of T4 in comparison to T3, we may infer that for a short
time window of 20 seconds between each delay announcement, artificially reducing the
time window from 20 seconds to 10 (by a factor of 2) or 5 (by a factor of 4) seconds may
be easily noticeable by the caller, which may lead to distrust in the system. However,
multiple increase and decrease in the estimated time left by Dynamic Time (T3) may have
created some uncertainty about the system but caller probably may not loose the trust in
the system.

7. Expiry of expected waiting time: We observe the caller behaviour after the expiry of ex-
pected waiting time for Time based system (T2, T3, T4, L6, L7). Expiry time for T2, T3
and T4 is 100 seconds and for L6 and L7 it is 200 seconds. Thus, we observe survival
curve of T2, T3, and T4 at 100 seconds and L6 and L7 at 200 seconds and find that the
survival probability is non-zero at the expiry time for all the system. This suggests caller

11Uncertain Waits Are Longer than Known, Finite Waits [67]
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do wait after the expiry time. We can further confirm this by comparing estimated mean of
simple time (T2) with its expiry time. The simple time system (T2) announced an initial
waiting time of 100 seconds. After the expiry of 100 seconds, we observe that callers may
continue to wait on T2. The estimated survival mean of T2 is 117.4 seconds (95% CI [83.4,
151.8]) which is higher than announced 100 seconds. There can be many reasons for such
an observation, like caller feels that they are very near to end goal or they are not aware
of the waiting time expiry. Since we could not interview the callers, the exact reason for
such an observation can not be determined with surety. However, this interesting finding
indicates that the system may have some time to respond to its caller even after the expiry
of expected waiting time.

2.4.6 Experiment Summary
We have shown that the delay announcement works for the caller in distress. Towards this,
we studied different design parameters for a delay announcement system and evaluated them in
terms of acceptability, retainability and overall system performance. This work has the following
contribution for the research community:

1. Design considerations for delay announcement for distress caller
• We showed that delay announcements in emergency helpline can influence the waiting

behaviour of the callers. All the systems except L6 have performed better than Baseline
system and are effective in holding the callers longer.

• A simple message explicitly informing the caller to wait is much more effective than re-
peatedly playing background music and a welcome message without an explicit message
for the caller to wait more.

• We find that the announcing large waiting time has a deterrent effect on the caller.
• A better overall system performance can be achieved by slowing down the frequency of

delivering the time-based delay message.
• Position based delay information system created a high expectation among the callers for

their call getting answered early may result in poor retainability.
• Artificially reducing the time window from 20 seconds to 10 (by a factor of 2) or 5 (by a

factor of 4) seconds may be easily noticeable by the caller, which may lead to distrust in
the system.

• Multiple increase and decrease in the estimated time left may have created some uncer-
tainty about the system but caller probably may not lose the trust in the system.

• We found that the survival probability is non-zero at the expiry time for all the system.
This indicates that the system may have some time to respond to its caller even after the
expiry of expected waiting time.

2. Quantitative evaluation of the system In this study, we developed a theoretical model based
on survival probabilities calculated through the standard statistical tool (Kaplan-Meier). We in-
troduced two novel concepts of acceptability (α) and retainability (λ) based on caller reactions to
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first and subsequent delay announcements. Our theoretical model provides a good understand-
ing and combines them to evaluate overall system performance. We believe that it is a sound
technique for quantitative analysis for such system that will have applicability in scenarios other
than emergency helpline. Such quantitative analysis is also required when we conduct study on
a large scale and collecting user response from all of them becomes a difficult task or users are
not available to give feedback similar to the situation of emergency helpline.

2.5 Conclusion
The use of Auditory Progress bar as Temporal metaphors for Helpline system showed promising
result towards inducing a longer wait time in caller behavior. This provides agent more time to
service a call and reducing the chance of caller getting unanswered. This solution is our effort
to address problems of helpline that cannot scale due to the limited workforce. The problem of
limited workforce demands more automation so that dependency on human workforce can be
reduced. Towards this, the use of voice application has been introduced to automate the infor-
mation exchange wherever possible. In voice application system, a user can store information
in the form of audio recording that can be accessed later by another user through voice-based
menu navigation. In the next chapter, we focus on such menu based voice application that is
increasingly gaining significance interest among the research community.
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Chapter 3

Navigation Time: Information exchange
through menu based voice response system

Interactive Voice Response (IVR)1 systems have helped in automating information exchange
through the telephonic medium. Automating the information exchange process reduces the cost
of employing workforce and easily scales up with the growing call traffic. In several use cases,
voice application also serves as a front end to Helpline system where the user first interact with
Automated Voice application to resolve their query. If voice application fails to resolve users’
query, then it provides an opportunity to connect with a human operator to address the query.
These use cases have resulted in the massive commercial deployments of the voice applications.
The commercial market for voice applications is growing at a rapid CAGR of over 10% and is
expected to reach a global market of USD 2.78 billion by 2017 [33].

In the IVR systems, the information is made available to the end-users, over an interface
of simple key presses or voice commands, using a pre-defined menu structure to answer user
queries. Based on the input from the user, for each menu item, the response is extracted from
a database connected with the voice application. The menu structure and the information that it
retrieves from the database usually remain fixed throughout the lifetime of an IVR System, and
any change requires manual intervention. Every information, provided by an IVR System, has
a unique contextual value. The IVR System tries to capture the context at a very coarse-grained
level by offering a fixed menu for traversal. The fixed menu structure by its very nature ignores
the dynamic nature of context and provides information as envisioned by the developer of the
system at the beginning. For example, in the case of Indian Railway IVR System, the menu
structure to access information remains fixed throughout the year and offers the same interface
for all the users, thus not taking into account contextual factors like nature of queries, caller
abilities to interact with the system, or interaction pattern.

In this work, we focus on ‘time’ as one of the critical contextual factors that affect the in-
formation sought by the user. Let us take an example from real-life where the nature of the
information sought from a system by its users changes with time: FAQs database on the sites
of colleges and universities websites provide answers to frequent questions that a prospective
student may have in mind. The FAQs grows with time and usually ends up with a long list of

1“Interactive Voice Response ” and “Automated Voice Application” are used interchangeably.
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questions and associated answers. However the nature of questions, that are accessed at a given
time, also depend on external factors; for example, before the entrance exam for admissions,
queries are mostly related to entrance exam dates, syllabus, eligibility criteria, etc. while after
the examination, questions change for results, fees structure, hostel accommodation, etc. Here,
it is quite clear that an external event, i.e., the examination has a direct impact on the questions
that get the most attention. The menu structure of most of the present-day IVR system is also de-
signed to answer commonly occurring questions same as FAQs. Thus, IVR Systems with static
content end up with either providing non-relevant information or overloading user with the task
of navigating to the desired information in a highly complex structure with lots of menu items
requiring key presses and repetition of instructions which are not always very clear. This results
in wasting the time of the user in finding the information they need and adding to the frustration
of using the IVR system. In current IVR System, such shortcoming can only be overcome by
manual intervention, i.e., by either changing the menu structures or editing the information base
from time to time by constantly monitoring the system and then changing it accordingly, however
this solution is neither scalable nor dynamic enough to be employed in real-life systems which
have high availability requirements. This has motivated us to study, in detail, the design issues of
IVR systems and to build an IVR system that can adapt itself to the changing information need
of the users over time.

3.1 Overview of Voice based Telephonic System

In this section, first, we describe the different ways an automated voice application can be clas-
sified and designed using the Interactive Voice Response. Then, we explore research that has
shown the impact of voice-based system in developing regions. Further, we discuss the literature
that identifies and addresses usability problems of the voice-based system so that its performance
can be improved.

3.1.1 Terms and Definition

Here we describe terms and definition related to user interaction on IVR system. To understand
the user interaction better, let us walk through a typical usage scenario of IVR interaction. A user
calls into an IVR system having some specific information need, e.g., knowing the current status
of plane tickets or credit card balance, etc. The user then encounters the menu option prompting
her for a key-press to select one of the options. Once a user selects an option, she receives further
information on how to access next information; after a sequence of key-presses, the user receives
the required information, to which she listens. If the user wants some other option, then again
she has to find the correct menu option through various key-presses and then after reaching the
correct information option, the user listens to the requested information. The whole interaction
can be divided into three constituents:
• Navigation time: We define navigation time as the time required reaching the correct menu

option, i.e., the menu item on which user receives the required information and not just
another set of instructions.
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• Key-presses: Different key-presses that are required in order to access the correct menu
item.

• Access time: The access time is the time taken in listening to the required information.
Thus based on above definition, the term call duration is defined as a summation of Navigation
time and Access Time:

CallDuration = Navigation T ime+ Access T ime

Our focus is to reduce navigation time so that user reaches the desired information as quickly as
possible.

3.1.2 Elements of Interactive Voice Response System

There are several methods to design and develop an Interactive Voice Response system e.g.,
speech and touch-tone (key-press). An IVR application can be as simple as a menu based appli-
cation where the menu selection is done through pressing keys on any touch-tone2 based phone.
Today, almost all the phones are touch-tone and hence such a touch-tone application can be
widely accessed via any phone. Touch-tone IVR can be considered as first generation IVR. They
are widely used for languages where speech recognition is not very well supported. However,
improvements in automated speech recognition for languages like English along with other im-
provements in the spoken system has led to advanced IVR applications where input modality is
speech rather than touch-tone. Advanced speech-based IVR applications are trying to replace
human in handling the calls. Figure 3.1 shows broad classification of IVR applications based on
their ability to understand human speech.3

DTMF 

SPEECH 

Natural 
Language 

Natural 
Dialogue  

Human Operator 

Source: http://www.lbinfotech.com/services.html 
Figure 3.1: Advancement in IVR systems in reaching capabilities of human operator to under-
stand the speech.

2Touch-tone is also referred as Dual Tone Multi-Frequency
3Source: http://www.ibinfotech.com/services.html
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IVR classification

IVR system can be classified in several ways such as based on Interface design, System design,
and their ability to replace human attendant in performing certain tasks. However, we focus
on classification based on replacing human attendant or mimicking human in attending the call.
Figure 3.1 shows different types of IVR with varying complexity in mimicking human behavior.

• DTMF
Independent of speech recognition these systems provide a voice menu to be selected by
pressing keys. Voice menu announces different tasks that IVR system can perform and the
guidance to select a particular option by pressing a key. These are highly accurate as the
key pressed by the user to perform an action can be correctly detected by IVR system.

• Speech
The basic speech-based IVR is a menu based IVR system where the user can say some
keywords to select a menu option rather than pressing keys. This speech based menu de-
sign ease outs the constraints of key-press based design where designers have to map every
element of interaction within the set of 12 keys. Thus a speech based design gives more
flexibility to develop interactive menu based applications.

• Natural Language
The more sophisticated system is a natural language system where user can respond to a
prompt through natural language with the only restriction that the user must give a relevant
response to the system query e.g.
System: What is your age?
The valid responses to this query can be any natural variant of I am 18 years old , My age
is 18 years, 18 etc. However, response to such query that I want to go Los Angeles will be
an invalid response.

• Natural Dialogue
Natural dialogue system has a subtle difference from natural language system. In natural
language system, the user can respond to a system in natural language which is a free form
of the speech but spoken response must have all the information which is required for
current dialogue to proceed. However, in the natural dialogue system, a user can respond
with partial information and the system can detect and ask for additional information.
Thus, natural dialogue systems allow users to make queries in natural language and the
restriction of context to what user can say is more flexible. The natural dialogue system
tries to guess the context and intent of the user query and responds according to it.

We have categorized the IVR in 4 broad categories depending upon their capabilities. But
choosing the type of IVR system to deploy is application dependent. With the increasing features
of IVR the chances of making errors also increase. On extending the use of speech from the
limited vocabulary to large vocabulary and from directed-dialogue to a natural dialogue making
system more prone to recognition and semantic errors.
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Infrastructure and Hardware

IVR system is composed of several hardware and software components. Figure 3.2 shows differ-
ent software and hardware component of a standalone IVR system. Usually, the IVR system is a
part of the bigger infrastructure in which network and communication elements participate in re-
ceiving and routing the calls across different networks. Some of the components like IP-PBX can
be realized either in the form of hardware and software. In general hardware requirements across
different IVR are same and the variability in IVR capability is achieved through software compo-
nent. A software component can be as simple as decoding DTMF digits and playing appropriate
audio prompt through some predefined mapping or it can be a complex dialogue system. An IVR
system can be broadly viewed in terms of following three components.

IP-PBX 

Database 

File System 

IVR 

Application 

GSM/PSTN 

Gateway 

Voice Call 

Figure 3.2: IVR infrastructure: Voice call through GSM or PSTN network can connect to IVR
application hosted on IP-PBX through a gateway. IVR application additionally utilizes database
and file system functionality to perform desired task.

• Gateway
A gateway is a device which converts the signals of the telephone line to the signals of
Session Initiation Protocol (SIP) and vice-versa. Users calls to the IVR system and con-
nects through a gateway (PSTN/GSM) as shown in Figure 3.2. Different gateways may
have different capabilities to handle the number of calls.

• IP-PBX
IP-PBX stands for Internet Protocol-Private branch exchange used for delivering voice
and video over a data network and can be interfaced with the Public Switched Telephone
Network (PSTN). IP-PBX can be implemented as hardware or software. Mostly used IP-
PBXs in the industry are Asterisk and FreeSWITCH.

• IVR application
An IVR application is a software component that interacts with other software component
to process speech or DTMF (touch-tone) inputs received from the user. An IP-PBX can
host multiple IVR applications where a set of rules commonly known as dialplan defines
which application is to be activated for a particular call. These IVR applications make
the use of database and file system to store and fetch the desired information. The detail
discussion on it is in next section.
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Software Components

IVR application is a software component and can be implemented in several ways. Based on the
complexity of IVR application it can have several components. Figure 3.3 shows the different
components of IVR application. As shown in Figure 3.3, IVR can take input in the form of

Speech 

DTMF 

ASR 

NLU 

DM 

NLG 

Speech 
synthesis 

Recorded 
audio 

Application / 
Database / 

Backend 

Context 
including 

User Model 

<Input> <Output> <Task Processing> 

DTMF 
Decoder 

Figure 3.3: Architecture of IVR system depicting input , output and task processing element

speech or DTMF (touch-tone). If the input mode is DTMF, the generated DTMF tone is supplied
to DTMF decoder which returns the digit representation of it. If the input modality is speech then
supplied speech is passed to Automated Speech Recognition (ASR) engine. The ASR returns a
textual representation of speech which can be either directly fed to Dialouge Manager (DM) or
through a Natural Language Understanding (NLU) module which converts natural language to an
internal representation of structured information to be used by DM. On receiving the information
from the user, DM processes it with the help of application or database running at backend which
may additionally use any contextual information or user modeling to improve the response of the
system. Based on IVR design DM may output information in various ways. In the simplest
way, it can play a recorded audio file or it can generate speech by passing textual input to a
speech synthesizer. In a bit sophisticated manner it can produce an information as some internal
representation which is fed to Natural Language Generator (NLG) to constitute the information
in natural language. The output of NLG is also fed to the speech synthesizer which generates an
output in the form of speech.

3.2 Related Work

Research on Voice based Information system focuses on two broad aspect i.e. 1) their social and
cultural impact and 2) usability issues with voice interfaces. These are discussed below:
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3.2.1 Voice Based Information System: Impact and Potential
Voice based Information System also has great social and cultural impact. Following studies
explore the social and cultural impact of voice-based information system.
• Social Media: Avaaj Otalo, an interactive voice application for small-scale farmers in Gu-

jarat, India developed into lively social media which enables open discussion with peers
(farmers) [80]. The findings of Avaaj Otalo deployment show the impact of voice-based
information system in rural areas. Several other voice-based social media using phone ex-
ists like VoiKiosk which is a configurable voice-based portal for information dissemination
in developing region. [4]. The use of such voice forums shows the potential to increase the
reach and demand of information.

• Citizen Journalism: CGNET Swara, a citizen journalism project lets rural India use the
power of user-generated content to amplify their voice [73]. It is a voice-based portal,
freely accessible via mobile phone, that allows anyone to report and listen to stories of
local interest. Reported stories are moderated by journalists and become available for
playback online as well as over the phone.

• Penetrating hidden populations: Sambasivan et al. designed and developed a phone broad-
casting system for reaching out to at-risk populations in urban India [87]. The system
helped improving outreach of a Non-governmental organization dedicated to assisting Ur-
ban Sex Workers (USWs) in Bangalore, India. This work shows interesting use case of
voice-based information system in reaching to the hidden population by responding to the
unique design constraints of the USW community such as privacy, a desire to remain invis-
ible, and timing constraints. In a similar effort for healthcare, Joshi et al. designed voice
based system to reach HIV patient [? ]

• Good Governance: Voice-based systems also find their use for various governance pur-
poses like resolving local issues and extending the reach of government services. Jhark-
hand Mobile Radio (JMR) is a platform accessible through any simple phone [40]. It helps
to take up the issues with the relevant development authorities to resolve them quickly.
Barnard et al. have shown that voice-based system can overcome the barriers to access
electronic government services in South Africa [18].

3.2.2 Usability and system design for voice system
Studies in the area of IVR and automated telephone services have proposed various approaches
to improve the usability of the system. Perugini et al. [82] discussed three design dimensions for
automated telephone services that could be used to study design issues in IVR. These three design
dimensions in their conceptual design space were, nature of the user in terms of addressable4

input (in-turn vs. out-of-turn), input modality (touch vs. text vs. voice), and interaction style
(menu-based vs. natural language). In their work, they studied out-of-turn interaction: a different
nature of user addressable input. Their work reflected user’s model of the task while navigating

4By addressable information authors mean the information which the system can accept from the user or in other
words, the information that the user can supply.

They do not mean information that the system indexes (addresses).
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through the menus. They showed that this type of approach is only possible for IVR with speech
recognition. However, its use may be limited in developing regions wherein speech technology
is not advanced for native languages.

IVR system’s input modalities for VUI (Voice User Interfaces) have also been extensively
explored. Lee and Lai [64] compared dial interfaces with speech and showed that dial interfaces
are preferred for linear task and speech is preferred for the non-linear task. Patel et al. [79]
showed that dial interface outperformed speech in terms of task completion rate and learnability.
They also showed that dial interface was relatively easier to use than speech. Shrivastava et al.
investigated the effects of augmenting IVRs with visuals [94].

Navigation is an essential component of any menu based IVR. Multiple studies have pro-
posed their own methods to improve navigation in menu based IVR. Skip and Scan is one such
navigation approach for menu based IVR, wherein caller could easily navigate back and forth
through menus without first listening to all of the prompts for a particular menu [85]. Zap and
Zoom [46] is another proposed approach for navigation in menu based IVR, that improves over
Skip and Scan approach by allowing users to jump directly to a location in IVR using shortcuts.
However, Zap and Zoom requires that the caller should be aware of options in IVR menu before-
hand otherwise, they will not be able to take the decision of the location they want to jump upon
in the IVR menu. HyperSpeech provides an interface for directly addressing from one location
to another location in the system [11]. However, their approach can not be extended to key-press
based IVR systems. SpeechSkimmer [12], present a system that reduces the time to listen speech
recording by time-compressed speech and pause removal. Certain adaptive approaches are tried
in audio systems to improve the system performance.

Apart from technological aspects, human factors also impact system design significantly.
Grover et al. [92] proposed a dialog design model for low-literate users. They discussed that
socio-cultural and domestic environment of users may affect the usability of IVR systems. Some
users preferred DTMF for privacy reasons. They also emphasized that techniques like speech
recognition and profiling cannot work in cases where mobile sets have multiple ownerships .
In a country like India, people generally share mobile phones among family members therefore
leading to the common existence of multiple ownership. BlindSight [66], a prototype voice
application for mobile phones allows users to achieve eyes free (using the phone without looking
at it) error rate below 5%. The experiment revealed that overhead for the eyes-free use of mobile
phone keypad is only 200ms per keystroke compared to sighted use. Bernhard Suhm [96] studied
cognitive limitations relevant to voice user interface design.

3.2.3 Problems identified

So far, most of the studies towards improving the performance of voice system are confined to
proposing different ways of skipping the voice content while navigating in a sequential manner
(as in Zap & Zoom [85]). One way to improve over existing navigation techniques is to directly
provide the desired information to the user by predicting its information need. Towards this, we
propose the use of adaptive interfaces that utilizes data collected from usage of voice system to
reduce navigation difficulties.
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3.3 Key press based Voice Application for University Admis-
sion Process: A motivating scenario

We study use of voice applications for university admission process taking IIIT-Delhi as a use
case. IIIT-Delhi (or IIIT-D) is a state university in New Delhi, India. Every year thousands of
applicants apply for admission in undergraduate and postgraduate courses. Applicants appear
for a written exam based on which a merit list is created. All the relevant information regarding
admissions is provided on institute’s official website. To resolve any query, applicants are also
provided with a telephone number on institute’s official website. A call executive from IIIT-D’s
staff is appointed to answer these queries. Some of the calls go unattended as the call executive
is busy in some other work during the office hours of 9 AM to 5 PM. There are also a significant
number of unattended calls from people calling in non-office hours. This has provided us an
opportunity to deploy a key-pressed IVR that can reduce load on call executive in working hour
and also ensure availability of information to callers in non-office hour. We did series of key
press based IVR deployment at IIIT-D to understand IVR usage and test our hypothesis.

Key pressed based IVR systems are essentially menu based IVR system where menu options
are accessed by pressing keys on the telephonic keypad. Although menu can be accessed through
voice command but this requires support from speech recognition technologies that are complex
to develop in a setting where multiple users may be using diverse languages and dialects. On the
other hand, work on improving navigation in key-press based systems is still in its nascent stage
while their use is steadily increasing. Use of key-pressed based IVRs is not limited to researchers
or NGOs working in developing countries, but, even the MNCs (Multi-National Companies)
operating in developing countries like India use key-press based IVRs only, though they can
easily afford a costly voice-recognition software, if one is available. In India, we checked several
IVR systems, deployed by big companies e.g. HP, Vodafone, Tata, etc. yet we could not find
a single system that used voice recognition to provide interaction. We believe that a similar
situation exists for other developing countries where English (or other western languages) is not
a native language. Key-press based IVR systems have wider applicability and despite advances in
speech recognition, they will continue to dominate IVR deployment (especially in non-English
speaking developing regions) for some time to come. Though speech recognition will help in
making better IVR systems, given the current progress in this area (especially with respect to
non-western languages), it will take a long time to come up with voice recognition softwares that
can be deployed in the field.

3.4 Field Deployment

For the academic session 2011-12, the annual intake in an undergraduate course (for which the
IVR was developed and deployed) at IIIT-D was of 120 students. This study was conducted for
the session 2011, which had 2,211 applicants for the admission. In this section, we present an
analysis of usage of our IVR system that was used by applicants (referred as users in the rest of
the paper) over 13 days of deployment. Since multitudes of information were accessible through
multiple mediums vis-a-vis IVR, web interface and talking to a call executive over the phone, we
also present the comparative analysis of information dissemination through multiple mediums.
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Figure 3.4: A user accessing information over IVR: user dials the number of IVR on his phone.
The call is first received by the gateway and is then forwarded to FreeSWITCH (Telephony plat-
form). An application written in Lua answers the call by playing appropriate voice prompts. Lua
application accesses database and file system for storing and retrieving information.

3.4.1 Design process
The information content for the IIIT-D IVR was prepared with the help of the experienced and
proficient staff of the admission department of IIIT-D. To ensure the validity of information
content and usability of the system, IIIT-D IVR went through a series of demonstration to the
individuals involved in the admission and academic processes. Voice quality and information
content were the primary issues as reported during the demonstrations. The initial system was
tested with various Text to Speech (TTS) engines for delivering the information content of the
system. We tried our system with the voices available in Cepstral, TextAloud, AT&T Natural
Voices and Microsoft Voice. Due to unsatisfactory performance of voices available in TTS (both
foreign as well as Indian accent voices), we ultimately opted for human recorded voice. We
tested our system with 3 humans (2 male and 1 female) voices. After taking inputs from multiple
people on different aspects of voice, including clarity, we decided to use a female voice for
our deployment. The information content was made short and concise, which also helped in
optimizing the time duration for each call. All information presented through IVR was supported
with appropriate URLs (announced at the end of voice prompt), to facilitate accessing the specific
content in detail on the IIIT-D website.

3.4.2 Implementation

IIIT-D IVR was implemented as a Voice application written in Lua5 and hosted on FreeSWITCH
(an open source telephony platform). Applicants calling to IIIT-D were connected through a gate-
way as shown in Figure 3.4. Linksys SPA 3102, single line device with the capability to handle
one call at a time, was used as the gateway. The gateway converted the analog signal of the tele-
phone line to the Session Initiation Protocol (SIP) and forwards the request to the FreeSWITCH.
User input in the form of Dual-tone multi-frequency (DTMF) key press was forwarded by the
FreeSWITCH to the application written in Lua.

5http://www.lua.org/

50

http://www.lua.org/


Figure 3.5: Menu options available in each phase of IVR (1st phase corresponds to Pre-
examination and 2nd phase corresponds to Post-examination). The time-line shows the modi-
fication done in the system during the experiment.

3.4.3 Deployment
After deploying IVR in IIIT-D, we conducted the study in two phases for a total of 13 days (6
days for the first phase and 7 days for the second phase). The first phase was Pre-examination
phase. In this phase, IVR presented information related to examination and online application
process. The second phase was Post-examination phase and it was used to deliver results of the
entrance examination along with other information like counseling schedule and fee structure.

The Pre-examination phase was set up to handle calls in the absence of a human attendee.
Institute published a telephone number on its official website to resolve the queries of applicants
related to admission procedure. For this purpose, a call executive was also appointed to respond
to those queries. We integrated our IVR system with the telephone line of the call executive.
Callers were not aware of the existence of IVR a priori. The call was transferred to IVR only if
it was not attended by the call executive within the first 16 seconds.

Figure 3.5 shows the menu structure of the IVR system deployed at IIIT-D together with
the changes we performed in the IVR with time. Pre-examination phase started on 13th June
and ended on 18th June.6 We continuously monitored the call recording as well as interviewed
the call executive on a daily basis. Based on the feedback from call executive, who specified
that majority of the received queries were related to admit card, we made the first change in the
running experiment on 14th night. The 4th item in the FAQ menu that was related to admit card
queries was swapped with the 1st item in the FAQ menu. Written exam for the admission process
at IIIT-D was conducted on 19th June, that marked the end of the first phase.

The second phase started with results declaration on 28th June. Results were declared, si-
multaneously on web and IVR, only for the selected candidates. Selected candidates comprised

6All times mentioned in this paper are in IST (Indian Standard Time).
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of top 247 ranks amongst the total of 2,211 candidates who appeared in the exam. In this phase,
we used separate telephone lines for IVR and call executive. There was no option to call the
executive and get the results checked by her. Unlike the first phase wherein no specific phone
number for IVR was mentioned (and the executive line defaulted to IVR when not picked in
time), this time, the telephone number to access information through IVR was explicitly pub-
lished on the official website of IIIT-D. In the first few hours of the second phase, call executive
received a huge number of telephonic queries related to the result of unselected applicants. Due
to this, we made a change, both on web and IVR on 28th June at 4:12 PM wherein we declared
the results of all the candidates, providing ranks for all the students who appeared in the exam.
A separate sheet was uploaded on the official website that contained the top few selected ranks
(corresponding to candidates who will potentially be admitted).

3.4.4 Data Collection

We collected data from five sources:
• Log of system navigation - We recorded every interaction between the IVR system and

the caller. It included DTMF key press along with the time stamp and the voice prompts
played by the system.

• Audio recording of calls - We performed audio recording for all the calls to capture the
callers’ interaction with the call executive. Callers were informed at the beginning regard-
ing audio recording of the calls. These recordings were later analyzed to understand the
context of the call to understand if any systemic changes are required in the IVR system.

• Log of Linksys SPA3102 - We collected log of PSTN gateway (Linksys) that includes in-
formation on call duration, call forwarding and callerID.

• Web log - We logged every web request for results received on our website. It includes the
9-digit application number and the web server time at which request was made.

We also logged various parameter associated with the call. These include a timestamp of DTMF
keypresses, hangup cause of calls, duration of the ring before the call was picked up by IVR or
call executive, among others. The telephony platform (FreeSWITCH) used by us had 7 different
level of logging. Log levels are from most critical to least critical. We enabled the most detailed
level of logging in FreeSWITCH that helped us to log all the events. We also collected the
detailed log of every SIP packet exchange between PSTN gateway and FreeSWITCH. Detailed
log from multiple sources enabled cross-validation of logged parameters.

3.4.5 Study Findings

Pre-examination phase involved comparison of information access on IVR and call executive.
Post-examination phase involved comparison of information access over IVR and web interface.
In this section, we present important findings from our deployment that helped us to form a new
hypothesis. We validate this hypothesis in subsequent user studies conducted by us.
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Traffic Overview

In Pre-examination phase, 421 calls were made to the IIIT-D telephone line in a span of 6 days.
Thirty-three calls went unattended because neither the call executive nor IVR picked the call
as the call executive was busy and the caller disconnected the call within 16 seconds. For the
remaining 388 calls, 180 calls were attended by call executive and 206 calls were handled by
IVR. Two call recordings were corrupt due to malfunctioning of the system.

Post-examination phase was focused towards delivering the results of applicants and provided
other useful information like counseling schedule, fee structure etc. Over the seven days of
deployment, 405 calls were made to IVR and 42,420 requests were received over the web.

It was interesting that 42,420 requests were received on the web interface for getting the
results for 2,211 applicants. This indicates that on an average people have accessed the result for
more than 20 times.

IVR Content and Usage

As shown in Figure 3.5, IVR had seven options in each phase. The first five options contained
information specific to the corresponding topic as shown in Figure 3.5. Sixth option allowed the
user to record his / her question if the user could not find the sought after information on the
IVR. The seventh option, Listen Replies, allowed the IVR caller to listen to any response that the
call executive may have recorded for the previously asked query in the system. Order of the first
five options presented in the IVR menu was based on the discussion with the administrative staff
experienced with handling the admission procedure for the past three years. The objective was to
present the options in order of their relevance as suggested by the experienced staff. This ordering
made us believe that the number of hits (from callers calling into IVR) on each option will be in
the order of their position in the menu structure. Table 3.1 shows the number of hits on each menu
item in each of the two phases. Contrary to our earlier belief, fifth menu item in Pre-examination
phase of IVR had more hits than the second, the third and the fourth option. Similarly fifth
option in Post-examination phase has more hits than the third and the fourth item. This shows
that in spite of taking inputs from experienced staff, the order of relevance based upon human
belief (from prior experience) was different from what was experienced by accurately logging
the system usage. It also suggests that it is not easy to predict the correct order of options and it
may make sense for the system to learn it based on past usage in an automated manner. In the
discussion section, we highlight the importance of having correct order of option.

Option 1 2 3 4 5 6
Phase1 62 17 10 8 32 18
Phase2 284 16 5 4 7 10

Table 3.1: Number of hits on each option in first and second phase of IVR. Fifth menu item in
Pre-examination phase of IVR had more hits than the second, the third and the fourth option.

In order to get information access pattern, we logged every interaction of the caller with
the IVR. We also analyzed the call recordings to know about information received by the caller
from the call executive. For the repeated callers, we observed that once the caller gets a specific
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Figure 3.7: Common result seekers: Applicants who accessed the information both on IVR and
web interface.

piece of information from call executive they did not try to access the same over the IVR in their
successive calls. We also observed that callers did not ask the call executive for the information
they had already received over the IVR in their previous calls. This leads to an assumption
that once the caller was informed about any piece of information through any medium (call
executive or IVR), they will not try to access it again or over another medium. Implications of
this assumption may impact the relevance of an information for a repeated caller - it may be
assumed that once an option has been accessed, it will not be accessed again. However, the
analysis of Post-examination phase provides us contrasting outcomes (discussed next).

Post-examination phase was focused towards delivering the results of applicant that can be
considered as the most critical piece of information in the admission process. Applicants had the
option to access their result both on web and IVR. We logged every request for results. From
the logged data, we observed that applicants checked their results multiple times and through
multiple interfaces vis-a-vis on web and on IVR. Figure 3.6 shows requests for results made by
those applicants who accessed this information on both web and IVR interface on the first day of
Post-examination Phase with a time line. Y-axis represent anonymized application number. The
data points encircled in the Figure 3.6 shows that an applicant with application number “850”
has made 4 web request followed by 1 IVR call and again 3 web requests. In our dataset we
found that 189 application numbers were common among queries made by users on IVR and
web interface. It was also interesting to observe that there were 8 applicants who checked their
result on IVR only.

Figure 3.7 shows the trend among 189 applicant who access their result both on web and
IVR. It also shows high amount of traffic on the first day itself. Figure 3.6 displays the detailed
information for these 189 applicants for the first day. This data helped us to capture the users be-
havior towards critical information like results. It shows that people have tendency to cross check
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critical piece of information like results through multiple source. Based on this contrary behav-
ior from the Pre-examination phase, it may be hypothesized that a critical piece of information
(such as examination result) may be accessed multiple times (as well as on multiple mediums, if
available) to cross check the validity of information. On the other hand users may just believe the
first time, information content that is not very time critical (such as queries related to admission
process).

As shown in Figure 3.5, we made a small change in the information content in Post-examination
phase on 28th June at 4:12 PM. Initially the results were confined to successful candidates (247
out of the total of 2,211 who appeared) only. Unsuccessful candidates were told as “ineligible
for counseling”. We observed a different pattern of access among successful and unsuccessful
candidates. The successful applicants accessed their result on an average 6.2 times compared to
1.7 times of unsuccessful applicants. This may be because successful applicants took pride in the
result or felt happy in accessing the information or shared it with others also. Repeated access
of same information does indicate that once such information is identified, it should be handled
understanding that it will be accessed repeatedly.

3.4.6 Discussion: Towards Adaptive IVR System

This study was our first step towards understanding the usage of IVR system. We showed that
relying on human feedback for predicting the relevance order of information, to decide on the
menu structure of IVR is not straight forward. Our results demonstrate that an automated analysis
of traffic pattern and adaptation will probably give a better relevance order than relying on human
expertise. IVRs have been typically found to be frustrating as they may provide information that
is not relevant in the current context of the call, thus requiring higher amount of time to deliver
the relevant information. This problem can be addressed by an adaptive IVR that adapts to every
caller as well as global pattern of usage, e.g. by rearranging the information based on the order
of relevance as learned by the system.

Let us now discuss, in detail, how rearranging the menu items in the order of relevance in
an IVR system can help reduce the amount of time spent by the user. Table 3.2 gives the exact
number of hits on each of the menu item in our experimental IVR during the Pre-examination
phase. If suppose for every menu item, IVR takes c seconds to announce about it (while deliver-
ing the complete menu structure) and d seconds to play specific information contained inside the
item to the caller, then minimum amount of time required by ordering of option as mentioned in
Table 3.2 will be

Option 1 2 3 4 5 6
Hits 62 17 10 8 32 18

Table 3.2: Number of hits on each option in first phase.

62(c+ d) + 17(2c+ d) + 10(3c+ d) + 8(4c+ d)

+32(5c+ d) + 18(6c+ d) = 147d+ 426c
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However, if instead the IVR had realigned the menu items in the decreasing order of their
hits, resulting minimum amount of time required will be:

62(c+ d) + 32(2c+ d) + 18(3c+ d) + 17(4c+ d)

+10(5c+ d) + 8(6c+ d) = 147d+ 346c

Therefore, a simple adaptation, of automated rearrangement of the menu items in the order
of their relevance, by IVR could possibly lead to significant time saving. Similarly we have
observed that very few people listened to the non-critical information option that they had already
listened to in their previous encounters with the IVR system. An adaptable IVR can put such
information at the end of the menu structure.

We would like to mention that we are not claiming that above presented solutions will result
in a better IVR in every situation. Instead, our claim is that an adaptable IVR will prove to be
better than present-day IVR systems and adaptation should be an integral part of design in next-
generation IVR systems. What the actual adaptation would be will depend on the type of IVR
and will vary from one IVR system to another IVR system.

3.5 Study 1: Comparing Design of Adaptive Interfaces for
Voice menu

Motivated by observation and findings of previous deployment we designed a user study to test
our hypothesis with adaptive IVR system. First hypothesis is adaptive interfaces may bias a user
in selecting information other than desired (H1). This is necessary as our research goal is to
assist user reach desired information quick rather than biasing it for some other information. Our
second hypothesis is that information relevance varies with time (H2). Validating this hypothesis
will make adaptive IVR a preferred choice over the static menu systems. Our third hypothesis
is restructuring menu such that desired information is presented to user before other information
stored in the system reduces selection or navigation time (H3).

In this study, we investigate the performances of adaptive interfaces for touch-tone IVR sys-
tem to optimize for future callers based on past system usage by other callers. We show that
a significant portion of the call duration goes in selecting the correct menu option in IVR. To
reduce this, desired menu options by a prospective caller must appear early in the sequence. We
show that adaptive approaches to decide the optimal menu structure for future caller outperform
static menu based IVR system. We have designed, deployed and evaluated different adaptive
schemes for IVR in a real world study.

Next, we describe the design, features, and implementation of IVR system. We also describes
the data collection and outlines the system statistics for the usage of IVR systems from a real
world deployment, followed by the results and analysis. Based on these findings, we discuss
some design implications for an IVR system with improved user experience.

3.5.1 Design and Methodology
With intent to reduce navigation time in IVR, we designed and deployed five adaptive systems
along with conventional static system at IIIT-Delhi to conduct a real world experiment. IVR sys-
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Figure 3.8: Base-line System menu diagram - the menu options remain same.

tems served information to the applicants for admissions in the undergraduate and post-graduate
courses. For the academic year 2012-13 more than 2,678 applicants applied for the undergrad-
uate and 963 applicants applied for the post-graduate course. Information content to be put on
IVR was decided based on the input of academic staff who had experience in handling past
admissions. Information related to admission was also available on the official website of the
University along with telephone numbers to use IVR facility. Figure 3.8 shows the menu options
in IVR system.

All six systems i.e., 5 adaptive and 1 static were deployed in parallel. Adaptive systems were
named as Hierarchical-I, Hierarchical-II, Direct-I, Direct-II and Speedy-Voice while the static
system was named as Default. Hierarchical-I and II used the same adaptive algorithm known
as Hierarchical, however, operate on different historical data to restructure menu options. In
Hierarchical algorithm, sibling nodes (menu options) of a parent are rearranged in descending
order of the number of times a node has been accessed in the past. Note that, we maintained the
relative position of menu items vertically in the hierarchy (see Figure 3.9).

Similarly, Direct-I and II implemented an adaptive algorithm known as Direct, however,
operate on different data. In the Direct algorithm, the menu items at the leaf of IVR menu tree
gets rearranged in descending order of the number of times a node has been accessed in the past
by the users as shown in Figure 3.10. The original IVR structure is not preserved and levels, such
as the sub-menus, are replaced by lengthier menu sequence as the system progresses. Although
our direct scheme goes against the recommendation of keeping the number of nodes limited to
7. From the usage, we found that a substantial number of users (around 40%) went beyond the
7th option.
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Figure 3.9: Hierarchical System Menu - the menu options after some usage. The shaded boxes
have changed their position.

Type-I systems i.e. Hierarchical-I and Direct-I use historical data generated by calls made
on the default (baseline) system whereas Type-II systems i.e. Hierarchical-II and Direct-II use
historical data from two systems i.e. call made on the default system along with calls made on
themselves. This helped us to investigate whether apart from adaptive algorithm does data used
for adaptation also plays a significant role or not.

The fifth adaptive system Speedy-Voice adjusted the pace of audio content rather than re-
structuring the menu options. It increased the pace by 5% if user selects an option ahead of its
announcement by IVR and decreased the pace by 5% if user does not select any option. We
limited the pace adjustment to 0% (1x 7) to maximum of 65% (1.65x).
To ensure that every system received equal number of calls, we routed each call in round robin
fashion. Our system was up from 28th May to 7th July, 2012. In this duration we received 1,120
calls on our system. Enforced by experimental design, each system received equal number of
calls as indicated in Table 3.3. Calls were audio recorded and users were informed about this at
the beginning of each call.

We also logged the phone number, received as caller-ID information, with each call. Based
on phone numbers, we found that system was accessed by 637 callers with 417 single time callers
and 220 repeated callers8. For 39 calls, our system could not retrieved the caller-ID, hence we
are not sure if these 39 calls came from repeated callers or they were also unique callers. For 315

7original pace of audio content
8who made more than one call
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Figure 3.10: Direct System Menu - the menu options after some usage.

calls out of 1,120 calls, the caller did not access any information. The reasons for such behaviour
could be that the users found IVR menu as confusing or they expected to interact to a human. At
the end, we also conducted a post-study among the successful applicants 9, to collect responses
for user experiences with our IVR system.

3.5.2 Results and Analysis
In this section, we will show that how restructuring the menu of IVR system will result in better
performance of the system. We will measure the performance of the system based on navigation
times of the call. To prove that adaptive systems have performed better than Default (base-line)
system it is essential to ensure that other experimental parameters were not influenced by it. To
ensure this we are also showing that restructuring the menu does not affect users’ behavior or the
information they seek from the system.

H1: Information access is menu structure dependent.

Prima facie, it seems that menu structure will dictate user’s choice in accessing menu op-
tions. We were interested in knowing that does restructuring a menu affects the user choices
on accessing a particular information. We did an analysis based on content accessed across 6

9only the people, who were invited for counseling. Counseling is a part of admission process where a successful
applicant gets admission in a course based on merit list.
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Table 3.3: Numbers of calls received on each system

System Number of calls
Base-line 187

Hierarchical-1 187
Direct-1 187

Hierarchical-2 187
Direct-2 186

Speedy-Voice 186
Total 1120

systems and found that relative popularity of menu items were same across all system as shown
in Figure 3.11. We also concluded that information access was independent of their position in
the menu. As after the result declaration, result was 8th option in Default and 2nd Option in
adaptive systems (after system adapted in post result declaration phase). But we received high
access count on result in both the systems. Similarly in the beginning of the deployment, the
option application process was accessed more than any other option across all the systems. This
shows that user behavior and information they seek does not depend on menu restructuring. So
it is important to study how restructuring affects the navigation time. It is important to see if it
leads to better or worse performance.

H2: Information relevance varies with time.

A particular information on the system, relevant at a given time instant, may or may not be so
as other times. We have found that the an information, which is popular at a given time instant,
is popular on all the system at that time instant. We have seen that external event, e.g. result
declaration, drives the relevance of information in the system. B.Tech application process was
accessed on all the system on all the time. The number of time result was accessed increased
in all the system after result declaration. The important implication of this hypothesis is that
information relevance varies with time and it also independent of the underlying system.

H3: Restructuring menu, in order of relevance, reduces navigation time

Each call has two-time components i.e. navigation time and access time. Adding navigation
time and access time gives total call duration. Navigation time is time taken in listening and
traversing through the menu while access time is the time taken in listening to the actual audio
content that satisfies user’s information need. Access time is information content dependent
whereas navigation time is dependent on menu structure. Table 3.4, shows that navigation time
is highly dependent on position of option in the menu (see Figure 3.8 for menu). In the baseline
system, we can see that as we go farther in the menu sequence, average navigation time increases.
Our adaptive schemes reduce navigation time by providing relevant information early in the
menu to the caller. Table 3.5, shows statistics for the 805 (1120 − 315) calls where access time
is non-zero, i.e., the callers interacted with the IVR system.
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Table 3.4: Navigation time statistics for Default system

Option Option Count Avg. Nav. Time (in sec)
Btech App. process 49 35.4
Btech Syllabus 12 36.25
Btech eligibility 12 49.58
FAQ 12 50.1
Question 19 69.73
Btech Result 43 70.88

All the adaptive system that work on the menu sequence performed better than the default
system. It is evident that even a basic, such as ours, adaptation scheme that works on rearranging
the menu sequence out performs the static sequence IVR systems. However, similar basic scheme
for Speedy-Voice adaptation did not work in real scenario. To measure the statistical significance
of our result we used ANOVA to test the performance difference among the Navigation time of
the six IVR systems. Our result shows significant difference among the call Navigation time
(ANOVA, F (5,799) = 5.794, p-value = 2.89E-05). Table 3.5, shows average Navigation time for
the 6 IVR systems.

We also made some interesting observations about callers (repeated caller) who made call
more than once. Repeated callers who behaved like first time caller were largely benefited from
the adaptation (see Table 3.6), i.e., these callers interacted with IVR system without using any
prior knowledge and did not barge-in. Barge In refers to a caller pressing a key (i.e. responding)
prior to even listening the menu-option.

Barge-in is enabled in many IVR system to makes them more usable for repeated callers.
Next, we observed callers who used their previous experience with the system in their subse-
quent calls to make menu option selection decision. We wanted to see how adaption affects
their interaction. Our system did not restrict any of its users from barge-in. We analyzed re-
peated callers whose first system was default to clearly differentiate between static and adaptive
schemes. Overall, many of the repeated callers, who tried barge-in in their repeated encounter,
hang-up the call when they did not find the same option as expected in their last encounter. From
such data, we can conclude that, users who tried to use previous knowledge, were affected badly
by our adaptive schemes.

3.6 Study 2: Comparing algorithm for Adaptive Interfaces

In this user study, we investigate for algorithmic insights so that performance of underlying al-
gorithm used to build adaptive interfaces, we studied in the previous deployment, can be further
improved. This user study was conducted at IIIT-D for the academic year 2013-14, for which
more than 2,678 applicants applied for the undergraduate courses that had a total intake of 160
students. For post-graduate courses, 963 applicants applied for the total of 85 number of seats
offered by the University. The focus of this study to understand data driven algorithm that will
result in fast and correct adaptation of IVR rather than interfaces. Similar to our previous de-
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Table 3.5: Average Navigation time across 6 systems where calls have non zero value for access
time.

Groups Count Avg. in sec
Speedy Voice 126 86.6
Default 131 77.4
Hierarchical1 129 76.9
Direct1 143 62.6
Hierarchical2 140 74.9
Direct2 136 63.2

Table 3.6: Anonymized data showing repeated caller who benefited from adaptive systems

Phone Number 1st call id 2nd call id Benefit Quantification of benefit
9310xxxxxx 811 813 Faster 59 seconds

result
9451xxxxxx 745 747 Faster 26 seconds

result
9752xxxxxx 649 663 Faster 5 seconds

result

ployment these systems provided the information to the user about the admission process. Next,
we discuss the basis of choosing the data-driven mechanism for building adaptive interfaces.

3.6.1 Data Driven mechanism
The sequence of menu options in IVR system is defined at the time of deployment and remains
fixed throughout its lifetime. A menu option in an IVR system is accessed serially. Thus access-
ing a menu option far ahead in the menu, takes more time than the options that come early in
the sequence. One method to decide the order in which menu should appear in the sequence is
based upon the order in which they are most likely to be accessed, i.e., the most likely option
will be the first option, second most likely will be the second option and so on [86]. However,
the relevance of a particular menu option may vary with time and cannot be fixed prior at the
time of deployment. For instance, for an academic institute’s IVR system the “Result” option
will be the most likely option to be chosen by the caller after result declaration but not before
that or in the foggy winter the most likely option in Railway’s IVR system could be “Delayed
trains” whereas in peak summer for ticket booking “Air-Condition train” option may be ac-
cessed more than “Non-AC Train”. In several scenarios, the external factor (winter, summer,
results) affecting the choice of menu option selection may not be predicted manually. However,
the data-driven approach can detect this trend from IVR system past usage and predict the most
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likely menu option for upcoming callers of the system. With the right prediction callers can be
served with desired menu option much early in the sequence than fixed menu. In this experiment,
we will study different design parameters of data-driven approaches affecting the prediction of
menu options.

The first variation that we study is the volume of past system usage data on which algorithm
should operate. Using very old data may be irrelevant in predicting new trends whereas discard-
ing too much old data may result in inaccurate prediction. Thus based on the volume of data
being used by the algorithm, we categorize our algorithms as full data or partial data algorithm.
Next variation in each type of algorithm that we study is about assigning appropriate weights to
different data points in predicting the new trend. Along these variations, we propose four adap-
tive algorithms. As it has been mentioned for other adaptive system [56], we would also like to
emphasize that 1) adaptation may (and usually does) employ a multitude of techniques, 2) we do
not present a single correct approach, instead present a design space with various trade-offs.

3.6.2 System Design
This study explores the data-driven solutions targeted to the problem arising due to fixed struc-
ture of IVR menu. We believe that the study findings will also be applicable to menu based IVR
systems accepting user input through voice command but not to the voice-based system using
natural language processing or other similar techniques. We are also targeting systems that are
deployed for mass usage and which can not have personal information of the user, e.g. rail-
way inquiry, national government schemes, i.e. users are not identified to the system by their
unique pins or login id, etc. The lack of any information about users makes our task even more
challenging.

Next, we describe the proposed algorithms and the adaptive systems implementing them.

Application 
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Figure 3.12: Base-line System menu diagram - the menu options remain same.

Adaptive Algorithms

We used the existing touchtone-based IVR system of IIITas baseline IVR system, against which
we will compare our algorithms (see Figure 3.12). The baseline system is same as the currently
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Figure 3.13: Adaptive System Menu Diagram - the menu options after some usage. The shaded
boxes have changed their position.

available IVR systems in the industry, customer care services, etc. We believe that the history
of calls reflects information needs of the users; hence, we use this to build a usable data driven
adaptive IVR system. Each adaptive IVR system relies on the power of predicting the correct IVR
menu configuration according to its algorithm. In correct menu configuration, the menu options
are arranged in the order which is most likely to be accessed by future callers to effectively
reduce the navigation time of the call. Our proposed adaptive systems for menu restructuring are
as follows:
• Full data algorithms: These algorithms are based on the belief that the power of pre-

diction in data-driven algorithm lies in the amount of data used for prediction. We have
proposed two full data algorithms:

1. Simple Count (SC): A naive algorithm, similar to Asthana et al. [15], which processes
all the historical call data and counts the total number of each menu option accessed
in the past. For the new caller, the options are arranged in decreasing order of their
total count. For instance, Figure 3.12 shows the initial menu configuration which is
changed to menu configuration shown in Figure 3.13 as the options Tie-Breaker and
Results are accessed more than Eligibility and Bonus respectively. This Simple Count
(SC) algorithm is used in 3 adaptive systems explained in Section 4.3.

2. Time weighted Count (TC): An algorithm which processes all the historical call data
but puts different weight to each call. The most recent call gets a numerical weight
of 1, and the least recent call (first call in history) gets a weight of 1/N where N is
the total number of calls in history. Weights of calls between most recent and least
recent are equally spaced between the numerical value of 1/N and 1. The sum of
the weighted count is arranged in decreasing order and it is the order of new menu
options in future IVR menu configuration.

• Partial data algorithms: These algorithms are based on the belief that an accurate pre-
diction of future relies more on recent history and not the full historical data. In fact, the
full historical data can result in the wrong prediction. However, an important requirement
is to know what amount of data qualifies as recent history while correctly predicting infor-
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mation need of immediate future callers. We have proposed two partial data algorithm as
follows:

1. K-Frequency (KF): An algorithm similar to the simple count (Frequency) but operates
on recent K calls in the history. For each new call, K is known prior to the call
which is used for menu rearrangement. The menu options are rearranged based on
the simple count in recent K calls. After the end of each new call, K is updated.
The new value of K is decided upon the menu options accessed in current calls. The
algorithm tries to find the minimum value of K such that, in K recent calls, simple
count algorithm gives the highest priority (maximum count) to the option accessed
in the last call (most recent call), and all the menu options have count > 0 (i.e. each
menu option is accessed at least once in K recent calls). Suppose a caller chooses
Menu option 2 (out of 7 options in the menu) in the current call. Then K is the
smallest integer such that, in last K call, the frequency(or count) of Menu option 2 is
highest among the other option. The value of K is initially set to the total number of
calls in history. On each new call, value of K is updated as described above.

2. Recent item first (RF): This algorithm calculates new menu configuration based on
recency of the menu options accessed in the past calls. To calculate the new priority,
algorithm chooses the menu option accessed in the last call. The option accessed in
the last call is promoted to the first slot in the menu sequence and all other options
shifted later in the sequence as it is they were presented to the last caller.
As recency of a menu option is not affected by all the past calls in the history, so it
is inherently a partial data algorithm. The algorithm is also inherently biased to most
recent call as the option accessed in the last call is the most recent option.

Adaptive Systems

The adaptive algorithm discussed in the previous sub-section are used by one or more adaptive
systems in our study. We have designed 6 adaptive systems - 3 different variants of the system
which use Simple count (SC) adaptive scheme and one system each for TC, KF and RF algo-
rithm. The details of each system are as follows:

1. Simple adaptive (SA): It uses adaptive scheme Simple Count (SC) and rearranges menu
according to it. This menu rearrangement changes the numeric key associated with the
menu option i.e. earlier option A was accessed by pressing 1 on the keypad of mobile
phone, but after rearrangement, it may change to access it by pressing 3 instead of 1.

2. Simple adaptive static keys (SAS): It uses adaptive scheme SC and rearranges menu accord-
ing to it. This menu rearrangement changes the position of the menu options announced
in the menu, but not the numerical key associated with the menu option. For example,
if the key associated with the option A was 1 then in all the rearrangements irrespective
of when the option A is announced, the key to access option A remains 1. User may
feel that announcement of menu options does not follow conventional IVR announcement
where options are announced in the increasing order of the value of the key associated with
options.
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3. Simple adaptive static keys with the loud announcement (SASL): The adaptive system is
similar to SAS. The only change that a user will observe on this system in comparison to
SAS is loudness of voice announcing the value of the key. For example, while announcing
the following message the text given in bold is announced louder than the remaining text.
“To know more about application procedure PRESS 1”. This loudness is to emphasize the
caller that options are not organized as conventional IVR system i.e. in increasing order of
keys associated with them.

4. Time based adaptive system (TAS): It uses Time-weighted Count (TC) as an adaptive
scheme to rearrange the menu. The keys associated with each option changes after re-
arrangement and the menu options are announced in increasing order of key associated
with them.

5. Frequency based adaptive system (FAS): It uses KF as an adaptive scheme to rearrange
the menu. The key associated with each option changes after rearrangement and the menu
options are announced in increasing order of key associated with them.

6. Recency based adaptive system (RAS) : It uses RF as an adaptive scheme to rearrange the
menu. The key associated with each option changes after rearrangement and the menu
options are announced in increasing order of key associated with them.

Experiment Design

We conducted experiments using between subject study designs. Each caller is assumed to have
a unique caller ID. For each incoming call to our system, we assign it to one of the 7 IVR
systems (1 baseline and 6 adaptive systems) to handle the call. Since, we have 7 systems in total,
we designed to route calls coming from the new number to these 7 systems in the round-robin
fashion. For each call coming from the new number (i.e. not previously assigned any system),
the system generates a numerical call ID in an incremental fashion. This call ID is operated under
modulo 7 arithmetic to decide the system to handle this call. Table 3.7 shows system assignment
based on the output of the modulo 7 on call id. Repeated calls from the same number get the
system assigned to them in the first call from that number.

Table 3.7: Assignment of system based modulo 7 operation in the system generated call id.

Output(=Call ID % 7) System
1 Baseline (BL)
2 SA
3 SAS
4 SASL
5 TAS
6 FAS
0 RAS

68



We followed a rigorous approach to ensure the correctness and completeness of data for
post-experimental analysis. We collected data from three sources discussed below.
• Log of system navigation - We recorded every interaction between the IVR system and the

caller. It included DTMF key presses along with the time stamp and the voice prompts
played by the system.

• Log of Linksys SPA3102 - We collected log of PSTN10 gateway (Linksys) that included
information on call duration, call forwarding and caller ID.

We also logged various parameters associated with a call. These include time-stamp of DTMF
keypresses, hangup cause of calls, duration of the ring before the call was picked up by IVR, etc.
The telephony platform (FreeSWITCH) used in this study had 7 different levels of logging, from
most detailed to least detailed. We announced our callers that calls are recorded and data will be
used for research purposes. We were not required to go through an Institutional Review Board
(IRB) approval process before conducting the study. However, the authors of this paper have
previously been involved in studies with the IRB approvals and have applied similar practices in
this study.

3.6.3 System Usage
We received a total of 692 calls on our system in a duration of 15 days. Based on experiment
design each system received number of calls as indicated in Table 3.8.

Table 3.8: Numbers of calls and unique callers received on each system

System Number of Number of
calls unique Callers

Base-line (BL) 69 46
SA 99 57

SAS 123 51
SASL 103 53
TAS 74 44
FAS 111 55
RAS 113 57
Total 692 363

The number of calls received by each system is different because of the different number
of repeated callers on each system. We also logged the phone number, received as caller-ID
information, with each call. For 23 calls, our system could not retrieve the caller id (i.e. the
phone number), hence, we are not sure if these 23 calls came from repeated callers or they were
also unique callers. After removing the 23 unidentified calls and repeated calls from our dataset,
we have 363 unique callers as shown in Table 3.8.

10Public Switched Telephone Network
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3.6.4 Results and Analysis

In this section, we will study the performance of different adaptive systems and the underlying
adaptive algorithm. Each and every adaptive system was designed to test various aspects of de-
signing adaptive system and algorithms. Prediction and presentation are two important directions
that need to be answered in building a more usable system. An incorrect prediction may even re-
sult in a worse experience than with a static system. Prediction requires a clear understanding of
data and patterns that are occurring in accessing data. The important questions are to decide the
amount of data (full or partial) and data attributes (Frequency or recency) which can be used for
accurate prediction. Another important factor in any usable system is the presentation or inter-
face of the system itself. We will explore performance difference due to the presentation (static
keys or loud announcement of associated keys) by comparing system performance with each
other when they have same prediction capabilities but a different presentation (Simple Adaptive
systems, i.e., SA, SAS and SASL).

Information Access

Our adaptive systems rely on the fact that users of IVR systems have a common information need
which changes from time to time and this trend can be predicted from the data.
The information need of the caller is governed by factors external to the IVR system. Hence,
information access across different systems should reflect this information need and should have
the same trend. In other words, the adaptive systems should not affect the choice of the caller
in accessing the information. Figure 3.14 shows information access pattern across different sys-
tems. We show the name of menu options and the relative size of the word to show the relative
frequency of accessing different information.

In all the systems, the menu option “Results” can be seen as most popular and menu option
“Tiebreaker” is the least popular. Almost the similar pattern can be seen with other 6 menu
options. This shows that different systems do not affect the type of information chosen by callers
and that their information need is governed by factors external to the system and hence can be
seen consistent across all the system.

Utilization factor

The goal of our IVR system is to reduce the menu navigation time so that the caller can spend
more time listening to meaningful information required from the system rather than listening to
system prompts for menu options announcement. A caller can listen to multiple information in a
single call. Therefore, judging system purely on low navigation time or high access time may not
be an accurate metric as these values (navigation and access time) will be high in the calls with
multiple information accesses. If the user listens to multiple information then the corresponding
call duration will also be lengthier than normal call in a proportion approximately equal to the
number of information items caller accessed in the call. Hence, a high access time but normalized
by corresponding call duration represents the proportion of the call duration went for listening
to the meaningful information. A comparison of such proportion across the different system
is a good metric to assess the system performance. We define Utilization factor as a metric to
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(a) SA (b) SAS (c) SASL

(d) Baseline (BL)

(e) FAS
(f) RAS

(g) TAS

Figure 3.14: Information access trend across six systems is shown through the tag cloud. A
tag or a word represents the menu options in the system. The size of a tag is determined by the
relative frequency of corresponding menu option in a particular system.

measure the system performance in achieving this objective as follows:

Utilizationfactor(UF ) =
Access T ime

Call Duration

UF varies between 0 and 1 with a higher value indicating a better system. In an ideal situation,
the navigation time should be 0, thus making the access time equal to call duration i.e. making
utilization factor equivalent to 1. We calculate the utilization factor for each call.

We separated the first call and repeated calls from the same number (Caller ID) and compared
the system based on utilization factor of the first call so that any bias due to system learnability
should not affect the system performance. We applied the non-parametric (Kruskal-Wallis) test to
study the statistical difference among the system performance. The mean ranks and test statistics
for utilization factors are reported in Table 3.9

Arranging the system based on decreasing order of mean rank shows that the performance
of TAS > FAS > SAS > RAS > BL > SASL > SA . However, the test statistics shows
that utilization factor does not have statistical significance (p>0.05). In spite of KruskalWallis
not reporting any significance difference, we performed posthoc test (U-test, Mann-Whitney) to
check statistical significance of each system with Baseline (BL) system. The results are reported
in Table 3.10.

The results show that the performance of TAS is significantly different (p < 0.05) from BL.
TAS is based on full data algorithm and utilizes both the attributes of the date element i.e.,
frequency and recency. Based on these results we will try to infer the performance characteristics
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Table 3.9: Utilization Factor mean ranks and test statistics. N represents the number of unique
call in each system.

SystemType N Mean Rank
BL 46 174.858
SA 57 167.342

FAS 55 187.509
RAS 57 177.184
TAS 44 220.795

SASL 53 172.792
SAS 51 180.362

H=9.06, df=6, p-value=0.16

Table 3.10: Test statistics for Mann-Whitney for pair wise comparison with Base-Line (BL)
System.

System Z-score p-value
BL NA NA

SA (U=1275.5) 0.254 0.799
FAS (U=1177) -0.632 0.526

RAS (U=1283.5) -0.197 0.843
TAS∗ (U=843) -1.963 0.049

SASL (U=1197) 0.171 0.863
SAS (U=1138.5) -0.274 0.784

of the adaptive algorithm in the next section.

Impact of Data Ageing

Table 3.10 shows that only TAS has statistical significance for utilization factor when compared
to BaseLine (BL). Table 3.9 shows that mean ranks of SAS, FAS and RAS have performed better
than BL, although they do not have statistical significance as shown in Table 3.10. An interesting
observation is that the system SA and SASL have performed even worse than BL i.e. mean ranks
of SA (167.34) and SASL (172.79) are less than BL (174.85). The differences of BL with SA
and SASL are not statistically significant (p> 0.05). In lack of statistical significance, we can not
claim that SA and SASL will always perform worse than non-adaptive system. However, with
this data we can easily assume that there exists a good possibility that the adaptive system may
not improve the performance and can deteriorate the performance below the non-adaptive system.
A careful inspection on the adaptive algorithm may reveal the reasons behind the performance
difference among the systems.

In the decreasing order of mean rank, the performance of IVR systems is arranged as TAS >
FAS > SAS > RAS > BL > SASL > SA. This performance sequence reveals several
things. One of them is the incorrect prediction of the menu sequence due to old data. The algo-
rithm TAS, FAS, and RAS give more weight to recent data. In the lack of time-based weighing,
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the present information need of the caller may be suppressed by past information need of the
caller depending on call volume. We call it a data ageing problem where the system is not able
to detect current trend because the current trend is dominated by high data volume of past trend.

The Simple Count algorithm which is used in SA, SAS, SASL is susceptible to the ageing
problem of data because they give equal weight to recent and old data. The current trend detected
by these systems may actually be an old trend. By the time system detects the current trend, the
current trend may have changed. In such situation where series of prediction goes wrong by
the system, it may decrease the performance as well as shown by SA and SASL. In the case of
SAS (also based on SC algorithm), we have observed better performance but results lack any
statistical significance.

The only exception in above-observed performance sequence is the performance of SAS>
RAS. The SC algorithm used in the SAS is most susceptible to data ageing among the 4 studied
adaptive algorithm and RF algorithm used in RAS is least susceptible to data ageing. We found
that the number of calls used to predict menu configuration ranges from 5 to 83 (Mean = 31.4,
SD = 17.62). These statistics show that RAS had lost valuable information by rejecting a huge
number of calls that should have been considered for prediction. In spite of RAS not having any
data-ageing problem, it shows that loss of information for trend detection has resulted in several
incorrect predictions.

Impact of Data elements attributes

We considered two attributes of data elements, i.e., frequency and recency. Adaptive systems
were based on either one of the two attributes or a mix of both. System SA is pure frequency
based system and operates as a full data algorithm, whereas FAS is a frequency based system
operating on partial data algorithm. FAS uses some recent K calls and rejects the old call data
information. Thus, FAS also gets some properties of recency based system. RAS is a pure
recency based system and its predictions simply ignore all the frequency based information in
the recent calls. The TAS is a mix of both where the frequency of data elements is adjusted
according to their recency. Moreover, TAS is a full data algorithm.

We already know that TAS has outperformed all other system and its performance as com-
pared to BL was statistically different (p-value<0.05, see Table 3.10 for comparison with BL).
Thus, it indicates that a full data algorithm which considers both the attributes (frequency and
recency) is better than any other algorithm which is either partial data or considers only one data
attribute. In the same direction, if we further analyze the system, the performance of FAS is
measured as second best after TAS (TAS > FAS > SAS > RAS > BL > SASL > SA
, see Table 3.9 for mean ranks). Although performance difference is not statistically significant
(p>0.05, see Table 3.10 for comparison with BL), however, it suggests that a partial data algo-
rithm system like FAS, which uses a frequency-based algorithm, has inherently attained some
benefit of recency as the partial data considered for processing the recent data. The performance
of Frequency and recency based system (FAS) on partial data has outperformed any other fre-
quency based full data algorithm (SA, SAS, and SASL) or purely recency based system (RAS).
Thus, the performance of TAS and FAS based on mean rank indicates that a combination of
frequency and recency is important in building better adaptive algorithm.

Frequency and recency based systems have their own pros and cons. Both types of systems
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are trying to guess the current trend of information access so that popular information can be
positioned on top. A Frequency based system is robust to small fluctuations in the trend which
can be noise. However, this robustness can become a reason for late detection of the trend
leading to incorrect prediction. Thus, a frequency based system may be suitable in the context
where trending information (or popular information) is stable over a period of time, and when
the trend changes frequency based adaptive system must get enough time (or data volume) that
it can adapt before the trend changes again. In such context, the system will not be prone to the
problem of the data ageing. In contrast to frequency based, the recency based algorithms are
highly sensitive to fluctuation in trend. This solves the problem of the data ageing very well but
can be misleading when the fluctuation in trend is noise and not the actual change of trend. We
have shown earlier that RAS suffered from the loss of information due to recency and detected
trends were an inaccurate prediction. Thus based on the performance of TAS we conclude that
a full data algorithm considering both frequency and recency is better than other algorithms and
robust to many contexts. Other adaptive algorithms may perform better than the non-adaptive
system but require favourable conditions.

Information Presentation

We designed three systems (SA, SAS, SASL) all with same data algorithm, but differing in
information presentation. In our experiment, there were two ways to present a rearranged menu.
One way was to reassign the keys to each menu option after the rearrangement and another
way was to keep fixed keys associated with a menu option. The second approach can sound
awkward to the first time caller but can be good to the habitual callers who frequently access the
system and have a tendency to barge-in (i.e. pressing the key - based on past usage of the system
- before even listening to the menu option). The system SA presented the information like a
conventional system where menu options are announced in order of the key associated with the
option. However, the keys association with a menu option in SAS and SASL were fixed, so even
after rearranging the menu, the order of menu announcement changes but the key press to select
the option remains same. This may lead to an awkward situation where, for example, the first
option is announced to be selected by pressing 7 followed by announcement of the second option
to be selected by pressing 1 i.e., “For Results press 7..For Application press 1”.

We tried to analyze the effect of the change in information presentation on the system perfor-
mance. We performed a non-parametric statistical test (Mann-Whiteny) for pair-wise comparison
of SAS, SASL and SA. The results are reported in Table 3.11, and as we can see the p-values

Table 3.11: U-test (Mann-Whiteny) statistics for pair-wise comparison of SA, SAS and SASL

System-I System-II U Z-Score P-value
SA SASL 1498 0.082 0.934
SA SAS 1384.5 0.461 0.644

SASL SAS 1306 0.331 0.740

do not show any statistical difference between the system. We further tried to investigate caller
who faced difficulty in accessing information through our IVR system due to presentation issues.
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In Table 3.12, we show the number of callers on each system who were not able to access the
information in their first attempt and in their second attempt respectively.

Table 3.12: Repeated callers who were not able to access information (access time = 0) from
IVR in their first and second attempt

System First Attempt Second attempt
SA 15 7

SASL 17 9
SAS 18 12

These number shows the callers who faced difficulty in each system. The callers who were
confused in their first attempt is very small to perform any statistical test. However, a rough
estimate shows that the performance of SA and SASL are almost similar in the confused caller.

We initially hypothesized that system with static key (SAS, SASL) will create confusion
among the caller as menu options are not presented in increasing order key value. A high number
of confused callers on the static key system in comparison to SA (see Table 3.12) also indicates
this. We kept the key announcement loud in SASL so that the correct key can be emphasized
in the menu announcement. We feel that the effect of this loudness has contributed to the better
performance of SASL in comparison to SAS in the second attempt (number of confused callers
are less in SASL, see Table 3.12). However, in the lack of substantial data, we can not make any
statistical claim and need to be further investigated in future studies.

3.6.5 Discussion
Adaptive interfaces based on data driven mechanism showed promising results towards reducing
navigation time in menu based IVR system. Our findings applies to system where information
relevance varies with time. We presented adaptive rearrangement of menu based IVR systems
that are key-press based systems. However, the findings are equally applicable to menu based
systems accepting user input through voice command but not to the system using natural lan-
guage.

The advantage of our approach is that none of our technique require user profiling and thus
works on a new caller. However, its continuously changing menu can be confusing for repeated
caller. A stable mental model about the system that repeated caller has in subsequent interaction
may create an adverse situation [16]. To overcome such problem, we feel that system like static
keys (SAS or SASL) can be a good solution but before that, they also need to be tested for the
negative impact on new callers. Alternatively for repeated callers, one can extend the adaptive
system with user profiling technique where the system freezes the menu configuration for each
caller and does not change in subsequent interactions. Thus, a hybrid approach may suit better.

By and large, we propose that with the current findings, the adaptive system can be used
to replace static menu based IVR system where an organization expects a large number of new
callers and few repeated callers, otherwise a hybrid approach needs to be taken. We have tested
our system in urban settings, and we hope that system will work in rural settings because menu
rearrangement is completely invisible to its first-time user, and the user can not differentiate
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between whether it is a static system or adaptive system. Thus, we believe as the static system
works with the rural population, the adaptive system should also work. We believe that adaptive
algorithms have great potential and a right combination will help improve the usability. Towards
this, our work provides good insights in selecting relevant parameters for adaptation.
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Chapter 4

Maareech: Usability Testing Tool for Voice
Response System using XML based User
Models

Due to the widespread deployment of IVR systems, it has become imperative to test the IVR
systems before their deployment. A software developer can test the system functionality, but
not the interaction issues faced by its users. The solution to this problem could be to conduct
a usability test with few participants through the lab studies, but these lab studies are time-
consuming, costly and difficult to perform on a large scale. In this chapter, we present Maareech1,

Figure 4.1: Steps of IVR testing that are automated by Maareech in call emulation

a tool that can mimic user behavior to simulate large-scale user testing of a system. Maareech is
a complete and robust testing tool to test IVR systems. Maareech has the ability to dial a phone

1Maareech is a daemon in Hindu Epic Ramayana who could assume any form
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Figure 4.2: Maareech’s Architecture: It has modular architecture with five components

number, listen to a voice prompt, enter the required DTMF2 or recorded speech input for testing
different types of IVR applications (see Figure 4.1). Maareech can also use data generated from
real world calls for call emulation. Mimicking user behavior provides the ability to optimize
and evaluate the performance of IVR applications. Maareech is built to help the HCI researchers
conducting usability tests. It has the capability to incorporate new user models based on which
an HCI researcher can test different system user interactions.

4.1 Architecture
Maareech has a modular architecture with five basic modules as shown in Figure 4.2. It is
written in JAVA and designed using the MVC (i.e. Model, View, Controller) pattern. This makes
Maareech highly customizable and extendable to different scenarios. In this section, we describe
the architectural components of Maareech.

Logic Processor: This module is responsible for making all the decisions for the emulation
process, e.g., call initiation, event regeneration, etc. It coordinates with other modules to perform
call emulations. The Logic processor interprets the underlying user modules. New user models
can be created under the Logic Processor to emulate user behavior for different scenarios. It can
schedule events and maintain call queues3.

Visualizer: This module provides the user interface of Maareech. It is responsible for taking
inputs from the user for different emulations and showing the output to the user (see Figure 4.2).
The Visualizer component is responsible for showing calls loaded in the call list, events in each
call, and the current operation performed by Maareech in the test.

SIP utility: This module is responsible for performing all SIP (Session Initiation Protocol)
based communication with the IP-PBX software hosting the IVR application. It provides an API
for initiating and releasing calls, generates a DTMF keypress, and sends the audio file as a speech
utterance. In the current implementation, the SIP Utility of Maareech uses the API of PJsua4 for
all SIP-based communications. PJsua can be replaced with another Java based SIP stacks such
as MjSip5 for developers requiring more control.

2Dual-tone multi-frequency signaling (DTMF) is used for telecommunication signaling over analog telephone
lines

3By call queue, we refer to multiple calls scheduled to be initiated by Maareech one after the other.
4pjsua is an open source command line SIP user agent (softphone) system http://www.pjsip.org/

pjsua.htm
5MjSip is a complete Java-based implementation of an SIP stack. http://www.mjsip.org/
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Status Monitor: This module gathers information about the present state of IVR by directly
communicating with the IP-PBX software. Any IP-PBX with a command line interface (CLI)
can interact with Maareech by changing the connection configuration in the Status Monitor.
This communication enables Maareech to know about the current configuration of the voice
menu played by the IVR application hosted on IP-PBX software such as FreeSWITCH or As-
terisk. In the current implementation, we have used fs cli that is a CLI utility for connecting to
FreeSWITCH (IP-PBX software).

Data Handler: This module is responsible for reading input data files (in XML format)
created from logs of the IVR application and IP-PBX (FreeSWITCH), and converting it into a
Java based object and vice-versa. All XML-based communication is done through JAXB6. The
schema of XML documents defines the underlying user models used in Maareech. Maareech has
been designed with rich data models to capture complex call scenarios. The data file contains
logs about user responses and their corresponding contextual information that are generated by
logging facilities of IP-PBX software. The read data is supplied to the Logic Processor module
to emulate desired user behavior. The Data Handler module is also responsible for creating new
objects for telephonic queues and call objects in each queue.

4.2 User Models in Maareech

We categorize currently available IVR applications, e.g. [14], [17], [13], into two categories:
Static menu based IVR and Dynamic menu based IVR. Considering that, we have designed two
user models to mimic user behavior.

Simple user model: Figure 4.3(a) represents a simple user model that has two composite
attributes: meta-data and events. The meta-data attribute has four sub-attributes used for storing
the meta-data of the call.
• UniqueId: A unique identifier for the call.
• From: Telephone number of the caller.
• TimeStamp: The time at which this call was made.
• System: The system specific identifier where the IVR system has multiple IVR applications

running on it.
User responses are captured in an event attribute that has three sub-attributes: InputType, Data,
and Time.
• InputType: It categorizes user responses into key-presses or audio.
• Data: It describes the series of DTMF keypresses or names of audio files, depending upon

the corresponding InputType.
• Time: It captures the time in seconds at which the input was generated.

This simple user model is sophisticated enough to replay any call emulating user behavior for
testing IVR applications that have static menu configuration. However, to test IVR applications
where menu configuration may change dynamically, we need a richer user model.

6Java Architecture for XML Binding http://www.oracle.com/technetwork/articles/
javase/index-140168.html
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(b) Intricate User Model

Figure 4.3: Maarech Load: The figure on left side (a) shows CPU usage of Maareech in terms
of static, running and total load. The figure on right side (b) shows memory usage of Maareech
in terms of static, running and total load.

Intricate user model: Some IVR applications change their menu configuration based on the
time of the day, user preferences etc. Thus, the IVR menu configuration may be based upon
information provided by the users, their history, and other factors like time, etc. Faithful emula-
tion of the user behavior of earlier calls in the changed menu configuration requires prediction
about user behavior in a new configuration. Correspondingly, it requires that the data used for
emulation should have all the intricacies of user behavior required for a new configuration well
represented in it. To handle such IVRs, a more intricate XML schema is required as shown in
Figure 4.3(b).

The Intricate user model contains a tuple of 4 elements (i.e., InputType, Data, ContextInfo,
Time) to describe the user response and the context in which the response was created. The
InputType and Data attribute in the tuple are same as in the simple user model. This model has
an additional attribute, ContextInfo. It is a composite attribute made up of 4 sub-attributes (i.e.,
Loop, ElementAt, ElementRequested, and UserCategory).
• Loop: It defines the number of times the menu was listened before selecting an option.
• ElementAt: It captures the announcement at the time the users made their selection.
• ElementRequested: This captures the option selected by a user.
• UserCategory: Each user is categorized in one of the two categories: expert or naive. An

expert user is the one who selects an option ahead of the full completion of the announce-
ment or just after the announcement was made. The user who waits for the announcement
of several menu options before selecting a particular option is categorized as naive.

The intricate user model effectively captures the exact menu options (in case of advanced adap-
tive IVR systems) at the time of selection. This data is helpful in predicting user behavior in
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the new context where menu options are reconfigured. The events are regenerated when the
contextual information stored in the XML document matches the context in the call.

4.3 Features

In Maareech, calls are emulated using two modes: user emulation using the previous call records,
and testing using random DTMF generation.

4.3.1 User Emulation using previous call records:
In this mode, Maareech reads call logs stored in XML files that are obtained from a real world
deployment. Maareech supports two formats that capture user models:

Simple user emulation: This user emulation works for currently available static IVR sys-
tems. In this format, Maareech replicates call events like key-press and speech recording, as they
happened in an actual call. In this mode, Maareech does not assume any assistance from IVR
applications hosted on the telephony server (FreeSWITCH or Asterisk). Real data stored for this
emulation contains a time-stamp for each event relative to the start of the call. The events are
generated based on the time-stamp captured in this model.

Intricate user emulation: The intricate user emulation model has been designed for upcom-
ing personalized IVR systems, where menu options sequence may change in order to give better
services. Maareech keeps track of menu options as they were accessed in the original call and
responds to a correct menu option even if the menu sequence has changed. In this mode, the an-
nouncement of each menu option is assumed to be a state. Maareech responds to this state based
on the response to the states stored in the data used for emulation. This mode assumes that the
IVR application announces its state over the IP-PBX console as they occur. Maareech does not
support sound processing or any other similar technology to capture and recognize the state. The
IVR application announces its state on a command line interface. The status monitor in Maa-
reech captures the state information through the command line interface utility of the IP-PBX
software. In the current implementation, the application assumes this command line interface
to be the FreeSWITCH console. Maareech connects to this console using the fs cli utility that
comes with preinstalled FreeSWITCH binaries.

We have incorporated some more features in Maareech that are helpful in analyzing IVRs
for different usages. Maareech provides two basic features in this mode. The trial run of each
feature was tested on a machine (HP Probook 4520s) running Ubuntu 12.04 with an Intel Core
i5 processor and 2GB RAM.

Call reordering: This feature allows to change the original sequence of call arrivals on the
IVRS. It is suitable for analyzing upcoming IVR applications that have dynamic menu configu-
ration. It helps to study the dynamic IVR system that will behave differently for the same calls
presented in the different order. In a trial run of Maareech, 1120 calls collected from real world
usage, were shuffled in less than 3 seconds.

Number of telephone lines: This feature allows the developer to check problems which may
arise due to shared access to system resources (e.g, accessing the same audio file for reading
or log file for writing) when multiple instances of the IVR application handles more than one
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Figure 4.4: The tabs on the left showing four type of IVRS tests.

simultaneous call. By default, Maareech assumes a single line connection with the telephony
server and only one call at a time is simulated as per the current call sequence. With this feature,
the number of telephone line connections can be increased to view the behavior of the IVR
application in handling multiple connections. In a trial run, Maareech was able to open eight
lines with linphone7 (a free SIP VoIP Client) as the SIP utility.

4.3.2 Testing using random DTMF generation:

In this mode, Maareech does not read any data file or log to perform tests. These tests are
independent of user models and can be used to evaluate the IVR application’s system parameters.
It generates events like key presses or speech recording based on parameters specified by the user.
It supports four types of IVR tests, as shown in Figure 4.4:

Call Load Test: This test helps in measuring the number of simultaneous calls an IVR ap-
plication can process. Maareech can test an IVR application hosted at a remote location also,
which enhances its utility. On starting this test, the system increases the number of calls made to
IVR till it fails to handle any more calls. This test reports the integer value at which the IVR ap-
plication crashes. In our test, we found that FreeSWITCH was able to process 123 simultaneous
calls for our sample IVR application under test. The IVR application hosted on FreeSWITCH
failed on 124th call because of too many connections open to the MySQL database operating
at the backend. We would like to mention that this is not a limitation of Maareech, but of the
FreeSWITCH module that connects to database. Maareech helped in identifying it and did not
report any failure as FreeSWITCH (call receiving module) was running properly even though
IVR application was not accepting additional calls.

DTMF Rate: This test helps to detect the rate at which an IVR application can accept input.
Maareech starts this test by sending 1 DTMF per second to IVR application under test and keeps
on increasing number of DTMF per second. This test reports the integer value beyond which
IVR do not accept more DTMF per second.

7www.linphone.org
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Table 4.1: Hardware and Software configuration of machines used for experiment

Machine-I Machine-II
OS Ubuntu 10.04 Ubuntu 12.04
Processor Intel Core 2 Duo Intel Core i5
Memory 3 GB DDR2 2 GB DDR3
Model HP Compaq dx7400 HP Probook 4520s

Sequence Test: This test helps to detect the DTMF input sequence at which an IVR appli-
cation may fail. The Maareech generates random DTMF key sequences, each with a constant
time delay, in seconds, as defined by the IVR developers. An IVR developer needs to specify the
desired sequence length to be generated by Maareech. At the end of the test, Maareech reports
the sequence test cases if any, at which the IVR application fails to respond. In our test, Maa-
reech was able to check 100 sequences, of sequence length 5 and delay of 5 seconds within each
option, in 2,504 seconds. In this, 2500 seconds were taken due to the conditions specified in the
test and 4 seconds in setting up the call.

Sequence test with random delay: This test detects erroneous DTMF inputs in a more com-
plex manner. The constant delay is not helpful when the length of voice prompts played by the
IVR application varies for the announcement of menu options. If voice prompts of menu options
are of different lengths, then to test such IVR applications, different delays must be put between
each DTMF input generated by Maareech. Random delays help create more test cases than just
random DTMF sequences. In this test, Maareech generates random DTMF key sequences each
with random time delays ranging from t1 to t2 seconds, where t1 and t2 are defined by the user
in seconds. Ideally, t1 should correspond to the length of the minimum voice prompt and t2 be
the length of the maximum voice prompt in IVR. This test is more rigorous than the previous
sequence test. At the end of the test, Maareech reports the sequence test case at which the IVR
application ends the call. In our test, Maareech can check 100 sequences, of sequence length 5
and delay range 5 to 7 seconds, in 3094 seconds.

4.4 Performance Evaluation
To evaluate the performance of Maareech, we conducted an experiment using the Call Load Test
feature in Maareech. For this experiment, we setup an IVR application written in JAVA and
hosted on FreeSWITCH. FreeSWITCH and Maareech were running on two different machines
referred as Machine-I and Machine-II respectively, with LAN, 100 Mbps, connectivity between
them. We chose this configuration to reflect the real world deployment. Table 4.1, shows the
hardware and software configuration of each machine.

We started the Call load test feature of Maareech. It initiated a call every two seconds while
keeping previously initiated calls alive until the end of the experiment or when they were ter-
minated by FreeSWITCH. In total, we initiated 1024 calls through Maareech. A call in this
experiment can be in one of three states:
• Active State: A call that is connected to FreeSWITCH and is not being terminated from

either side (Maareech or FreeSWITCH).
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Figure 4.5: X-axis represents the calls initiated by Maareech. The four lines representing calls
in active, dropped, and timed-out states.

• Dropped State: A call that was connected to but later terminated by FreeSWITCH.
• Time-out: A call whose resources were released by Maareech as it was not able to connect

to FreeSWITCH.
Figure 4.5 shows time-series of call states from our test. Initially, the FreeSWITCH was able
to accept the calls as the load on Machine-I was low. Due to this, there were no dropped calls
observed till the 233rd call. After this, FreeSWITCH started dropping calls at a higher rate that
reduced the count of active calls. The number of Active calls stabilizes around 145 calls, beyond
this all new calls are dropped. Our results for the number of active calls (i.e. concurrent calls)
for FreeSWITCH running on Machine-I are in-line with the results obtained by other developers
as available on FreeSWITCH website8. The CPU and memory load were also measured on both
the machines during the tests.

FreeSwitch Load: We measure the CPU usage and memory consumption through Linux
utilities (e.g. ps) on Machine-I. Figure 4.6 (a) shows the CPU consumption of FreeSWITCH
on Machine-I. CPU load saturated around 233rd Call. After this, the rate at which calls were
dropped become nearly equal to the rate at which new calls were accepted. We also found that
three calls timed-out at 110th call because of high network congestion between the two machines.

Figure 4.6 (b) shows memory usage of FreeSWITCH in the percentage of total memory
on Machine-I. Similar to CPU usage, memory usage also saturated around 233rd Call. This
shows that memory requirement of FreeSWITCH did not increase after 233rd call as the num-
ber of active calls were saturated due to the equal rate of calls dropped and calls accepted by
FreeSWITCH.

Maareech Load: Maareech creates logs of various parameters (e.g. CPU usage, memory
usage and call data rate) to collect data related to its performance. We categorize the memory
load and CPU load into two categories: static load and running load. Static load refers to CPU
usage in creating and holding the call objects. Running load refers to CPU load incurred due to
the handling of underlying SIP communication. Total load is the sum of static and running load.
We measured static and running load separately as the respected operation is handled by two
different processes. Figure 4.7(a), shows CPU usage distribution of Maareech in terms of static

8Real-world performance data around the FreeSWITCH community. http://wiki.freeswitch.org/
wiki/Real-world_results
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Figure 4.6: FreeSWITCH Load: Figure on the top shows CPU usage of FreeSWITCH. The Y-axis
represents the CPU usage of one core and X-Axis represents the total number (alive + dropped)
of calls connected to FreeSWITCH. Figure at the bottom shows memory usage of FreeSWITCH.
The Y-axis shows the percentage of memory used by FreeSWITCH and X-axis represents the total
number of calls connected to FreeSWITCH.

load, running load and total load. We can observe that the CPU usage was maximum at 113th call
and decreases and stabilizes after 233rd call. We did further investigation and believe that CPU
usage increased because of network congestion as the three calls were also timed-out around
maximum CPU usage because of network congestion. We also measured the static, running and
total load on memory usage. Figure 4.3(b), shows memory load of Maareech. We find that static
load gradually increases from 8.1% to 9.1% (i.e. 1% increase)for emulating 1024 calls. Similarly
running load varied from 17.9% to 18.5%. Thus, it shows initiating each call in Maareech has
memory load of 20 KB (calculated as 1% of 2 GB system memory divided by 1024 calls).
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Figure 4.7: Maarech Load: The figure on top (a) shows CPU usage of Maareech in terms of
static, running and total load. The figure on bottom (b) shows memory usage of Maareech in
terms of static, running and total load.

4.5 Related Work
Simulators have been used in various computer science domain like network simulators [102],
and analog and digital circuit simulators. Simulators in the IVR domain are primarily used
to simulate call-centers9. Various industrial tools provide pre-deployment testing of IVR ap-
plications. It mainly includes testing of VoIP infrastructure [3]. Empirix Hamper10 provides
an extensive tool-set for IVR testing, monitoring and analyzing end-to-end IVR deployment.
Nexus861011 is a traffic generator that simulates user behavior of various communication tech-
nologies including 3G / 2G Mobile, VoIP, and PSTN. Cyara Solutions12 is one of the industrial
players that provides IVR testing as a service. Tools like Call center simulators13 help estimate
the resource requirements for optimal performance of IVR.

Although, the industry has a variety of tools for testing IVR at the infrastructure level, devel-
opers are still doing manual testing or writing customized test scripts for each IVR application.

9http://www.call-center-tech.com/
10http://www.empirix.com
11http://www.nexustelecom.com/products/nexus8610/
12http://www.cyarasolutions.com/
13http://www.xjtek.com/anylogic/demo_models/4/
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Hence, an emulation tool like Maareech, which is capable of mimicking user behavior is required
to automate testing of IVR applications.

4.6 Discussion
Measuring the performance of any interactive system involving human is a challenging task. In
this chapter, we have presented Maareech - a call emulator for user behavior. This enables a
developer to test the IVR application from user experience perspective. We presented two user
models for testing and measuring the performance of different IVR applications. User model
based testing provides characteristic for modeling different users easily [35] and reduces human
effort. We believe future work in this direction can further improve the system capability to
mimic user behavior. With the increasing use of IVRS, it is imperative to have a robust testing
tool for IVR applications. We have built Maareech for the same purpose. Over the time, Maa-
reech has evolved to be very robust and has been used in testing of IVR applications that are
deployed in the field. We have made the maareech publicly available for research community14

14https://github.com/siddasthana/IIITD/tree/master/CallSimulator1.1
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Chapter 5

Intermittent Connectivity: Information
Exchange through Smartphone
Application

Telephonic solutions using smartphone application typically require cellular data connectivity for
supporting information exchange. Especially for developing regions, researchers have reported
the data connectivity issue while working on mobile based systems in rural areas [57, 91]. In the
absence of reliable data connectivity, the smartphone applications may use some opportunistic
methods to defer the data transmission till the data connectivity is restored. However, such an
opportunistic method is not advisable for scenarios where the user may need minimal information
and should not wait for the delay in the information exchange. Therefore, solving for the data
connectivity issue can open up the possibilities of deploying smartphone solutions for a variety
of use cases like m-banking, m-health [49], etc.In many use cases, the requirement for data
transfer is minimal, e.g., sending SOS signal in an emergency situation or sending the summary
of vital health parameters (Average heartbeat rate, blood pressure, etc.) in the case of a medical
emergency, etc. In such use cases, information can be sent out or retrieved through SMS or voice
channel instead of waiting for data connectivity to restore.

We envision two possible ways for supporting smartphone applications for regions with in-
termittent data connectivity. The first way is to design and develop a system with multimodal
connectivity where information exchange can happen over multiple mediums that include voice,
SMS, and data. This reduces the smartphone solutions dependency on cellular data and also en-
sure that some use cases of such solutions are always supported by voice and SMS. The second
way is to build a mechanism that can enable data transfer through voice channel when data chan-
nels are not available with cellular connectivity. We discuss both the ways in details and present
our findings from field deployments and real-world experiment showcasing our proposed solu-
tions.
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Figure 5.1: Possible configuration in which two or more similar system like MVoice can connect
with each other, the Internet resources and the telecommunication devices like tablet and phones.

5.1 Mvoice: A multimodal system to integrate Smartphone
solution for Information exchange

Inspired from multimodal connectivity of web-application like online banking, email services
and social media where web-application is supported/accessed through alternate channels like
SMS; we propose multimodal connectivity for mobile based information exchange to utilize
smartphone based capabilities with voice and SMS based information exchange. For instance,
in banking services, connectivity through SMS is used as security solution to provide OTP (one-
time password) to the online banking user. Similarly, SMS can also be used to check emails or
to post a message on social media like Twitter. We tried to extend the same capabilities for mo-
bile based information exchange through multimodal connectivity as shown in Figure 5.1. With
multimodal connectivity, the smartphone solutions can also be interfaced with other devices,
voice application, web services, etc. making the reach of mobile based information exchange
much wider. We show the usefulness of our multimodal communication capability of our sys-
tem through a real world study. In such multimodal communication, smartphone applications
can send an SMS to request for information when the Internet is not available to pull out the
information from the server. Reply to such request from server side can be delivered in the form
of audio through voice calls or text through SMS. The use of the Internet is to upload bulk data
from the field whenever we get good Internet connectivity from the field.

We have named our system as MVoice. We propose MVoice as a scalable solution for mobile
based information exchange with multimodal connectivity to the web and scalable to a bigger set
of devices like tablet, smartphone, etc. Deployment of MVoice for illiterate and poor people in
the rural area helped us to form several guidelines along the lines of improving the usability of
the system.
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5.2 System Design

We designed and developed MVoice in Django-Python which has an easy-to-use web interface
for telephony system. The interface provides features to schedule calls and SMSs to be sent in
future and configuring other aspect of telephony applications. Figure 5.2 shows a snapshot of the
system interface showing callers’ mobile numbers, the specific voice application (in this case,
it is the Broadcast app.) that handled the call, scheduled time of calls, and a cut-off timing to
stop making the call. The current status of a call is displayed in the form of a green or a red
dot. Green means the call is successfully received by the caller and red means that either the call
is yet to be made or call was not successful. Different filters on the right-hand side provide an
ability to filter the calls based on voice application, or by date, or by successful or unsuccessful
call. More filters can be added if required. Additionally, each column can also be sorted in
ascending or descending order. The system has inbuilt application for broadcasting voice and
text messages. Other applications can be developed as and when needed. To make the system

Figure 5.2: Web Interface of the System

a portable solution which can be installed on a Laptop, the telephony system is developed using
open source telephony platform FreeSWITCH and interfaces with a GSM based USB dongle
like HUAWEI E169; it can be extended to multiple dongles using external powered USB hub.
The telephony application’s code for call scheduling and voice applications are written in JAVA.
Voice applications can have predefined messages to play while making a call or can take mp3
files as input from the administrator through the web interface. We have also developed a TTS
to read out the digits in a local language - Telugu - as a proof of concept. We used this TTS for
our deployment in Andhra, India with our voice application. The TTS currently has a limited
functionality to read out numeric text only. A voice application can be configured to respond to
missed calls and can call back to the user. SMS listening application can be configured to listen
to an incoming SMS and can initiate a call in response to an SMS. The telephony system has
a modular architecture. The new telephony (voice, SMS, both) application can be introduced
at any time, and the inbuilt scheduler can use this new voice or application to make calls. The
system also provides reports for system usage through easy to use web interface which has sorting
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and searching features on multiple fields like the timestamp of a call, gateway used, callerid,
telephony application, etc.

5.2.1 A rural deployment of MVoice

We started our work from a small area in Andhra Pradesh, India where over a period of nine
months we studied the deployment of MVoice in rural areas. Andhra Pradesh is the first state
to launch the MGNREGA scheme to alleviate poverty in rural areas through government em-
ployment schemes. Started in 2005, MGNREGA (Mahatma Gandhi National Rural Guarantee
Act) is one of the biggest social experiments to strengthen the rural poor people with 100 days
guaranteed wage employment. The scheme ensures work to be generated in the nearby villages
of the person’s residence. Every person is entitled to receive wages at the wage rate for each
day of work. Failing to provide employment will result in paying an unemployment allowance
to wage seeker. The disbursement of daily wages shall be made on a weekly basis and cannot be
delayed beyond the fortnight. Every work allocated through MGNREGA has typically following
phases:

• Demand Registration: People submit their application for demanding the work to the Gram
Panchayat. For this, the person should have a valid Job card with photo identification.

• Work Allocation: Allocating work to the people who registered for work within 15 days of
demand registration.

• Field measurements: Taking the measurement of work completed on a weekly basis by a
field assistant.

• Payment: Disbursement of payment on weekly basis.

According to statistics available with the state civil supplies department, the population of
Andhra Pradesh is 84 million out of which 95% are below the poverty line [84]. The State of
Andhra is divided into 23 districts. We cover only Ghattu Mandal of Mehbubnagar district which
has total 61 Mandals.

Our collaborators were actively involved with NGO’s, local bodies and social audit teams
working on MGNREGA in villages of Ghattu Mandal. Through them, we tried to study the
working of NGO’s and activists (hereafter refer as local bodies). We found that local bodies play
a bigger role than just promoting MGNREGA scheme. But as a first step, we kept our focus on
issues related MGNREGA scheme. We found out that they campaign from one village to another
to educate people about the scheme, the rights government has provided through schemes and
the potential benefit they can get through this scheme. For each campaigning, they use to identify
local young literate people who can assist them in the campaign. In the campaign, they used to
distribute their phone numbers so that in the case of query they can be reached on the phone. In
this interaction, we also get to know many people has contacted to local activists and NGO over
the phone for querying related to MGNREGA and other issues.
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5.2.2 Experiences from field: Information dissemination and collection
through MVoice

We felt the need of various information collection from the field. We need to collect mobile
numbers of rural people and their corresponding job card number allotted them by Gram Pan-
chayat. A job card number helps in identifying the status and work history of a household in the
MGNREGA official website. The collected mobile number will be used to deliver personalized
information to the rural people. Apart from that we have prepared an extensive survey to collect
demographic details like village name, age, widow-pension receiver, mobile phone usage and
sharing habits, the type of house, etc. Secondly, we were not sure about their proficiency in
dealing with automated mobile based ICT tool. We plan to give them a demonstration so that
they can easily use the system. Further, the system should be able to send them different infor-
mation which includes creating awareness about MGNREGA, starting of different work cycle
under MGNREGA like work allocation, payment release, etc.

(a) (b) (c)

Figure 5.3: ODK Form Screenshot

Data collection was an extensive task. To be effective in the field we have used a mobile data
collection methodology. We have used an android based tablet (dual SIM, GSM 3G enabled)
for this purpose. The data collection application for survey is designed through open source set
of tools Open Data Kit. Figure 5.3 shows the screenshots of our data collection application.
We also installed application to measure the signal quality of mobile networks, GPS and other
data understand the possible issues that may arise due to problems with infrastructure of mobile
network ability.

To avoid an additional visit to workers for demonstrating the system, we clubbed the data
collection and demonstration in the same visit. To achieve this, our ODK application generates
SMS on completing the survey form in the form of tuple<Mobile No, Job card No>. This SMS
is received by MVoice. The information contained in SMS is read by Mvoice and registers the
person’s mobile number into our system. This triggers a demonstration call to the number spec-
ified in the SMS. For each worker, we interviewed during the field visit we tried to demonstrate
the system through the above mentioned mechanism. The call contains a pre-recorded voice
message in Telugu to tell the people that you have been now registered with our system. The
exact prompt we used in Telugu when translated to English is as following
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“You’ve been registered into Ghattu MGNREGA helpline. Next, you will receive a text
message with year to date wage earnings on your job card.”

This way we were able to make an observation on an automated call received by the rural
people registered with us through ODK data collection application. We observed their reaction
on receiving the automated call and their understanding about the voice message played. This
experiment helped us not only to study their reactions on receiving an automated call but also
helped us in introducing them. We also tried to verify that whether people understand the basic
instruction given to them through voice prompts. For this, we deployed another application on
the MVoice and named it as Miscall application. The Miscall application initiates a callback to a
mobile number on receiving a miscall from any mobile. The application contains an instruction
to record any voice message after the beep which can be any complaint and grievance of the rural
people. The experiment helped us to study the ability of the people to understand instructions on
the voice message irrespective of their numerical literacy.

We have also tested the impact of using the voice of a familiar person in communicating
the message or instruction given through the system. We made the voice instruction of Miscall
application recorded in a female voice which is introduced to them as one of the Female activist
popular in the field. In the voice message played to the people by the system, first, the person
introduces her as Ms. X ( A popular and well-known social activist in the area) and asked them to
record their message after the beep. The recording has 30 seconds timeout after which a thank-
you message is played in the same female voice by saying that we will get back to you. The
exact call flow and voice messages, when translated into English, is as follows:

Prompt#1
Namaskar, I am Ms. X calling from our Ghattu MGNREGA helpline. Please tell me your
name.
< Recording for 5 seconds >

Prompt#2
If you have complaints or suggestion you can tell us about it. One of our assistants will soon
respond to your message. Please Record your message after the beep.
<Recording for 30 seconds>

Prompt#3
Thank you. Have a nice day

Finally, the data collected through tablet device is later synced to Google server whenever
our volunteers get good the Internet connectivity. Our system also fetches the data from MGN-
REGA official website about payment, work allocation and different other information related to
MGNREGA working. The data is used to convey timely and useful information to the worker.
Currently, data fetching from MGNREGA website is manually done but the discussion with
MGNREGA officials has assured an automated way of fetching the data from the MGNREGA
server through an FTP channel.

Figure 5.4 shows the stepwise process. ODK application running on Android-based Tablet
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Figure 5.4: MVoice application configured for MGNREGA.

sends an SMS on form completion. The SMS is received by MVoice system which adds a
new people in the MGNREGA community based on mobile number specified in the SMS. This
addition of new people in the community triggers the Demonstration call to the mobile number
of the recently added person. Based on the Internet availability other survey data is uploaded to
Google Application server from where data can be exported in the form of JSON ( JavaScript
Object Notation) or xlsx. Additional information about the person and his/her information in
MNREGA server is retrieved based on the JobCard number received in SMS. Later on, this
information is used to provide different information to the user like payment released for a person
etc.

5.2.3 Data Collection and Usage Statistics

Although first field visit to test the system functionality was only for four days across five vil-
lages but we are constantly registering more and more people into the system with the help of
volunteers. The following demographic came through analyzing the data first 825 households
registered with us through the volunteers. We have collected different demographic details. But
here in this section we are only reporting to the details concerned about mobile phone and their
usage. Table 5.1 shows households with different number of mobile phones with them. We found
that out around 3.2% of the household did not have phones. Around 87% of household had one
mobile phone with them.

We found that all the mobiles were prepaid. About 19% people did not know about their
calling rates that their mobile operator charge them for making local calls and about 68% people
do not know their calling rates for STD calls. When asked for sharing of mobile phone 83% said
that they did not share mobile phone. Out of the people who shared their mobile 50% said that
they will share it for both incoming and outgoing and only 1 person said that she will share it for
outgoing only. 292 out of 571 who reported their monthly expense on the mobile said that they
spent less than the Rs 100 in last 3 months.

Next, we tried to find how many people can open SMS and out of that how many can read
SMS. We also figured out the number of mobile phone that supported receiving the text message
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Table 5.1: Mobile Phone Statistics

# Mobile # Households Percentage
0 27 3.272727
1 722 87.51515
2 61 7.393939
3 9 1.090909
4 3 0.363636
5 1 0.121212
6 1 0.121212
7 1 0.121212

in Telugu. Out of 825 only 252 can open an SMS without help and 49 can open it with some
help. The rest of 497 (i.e. people at-least 1 mobile phone) can not open an SMS. Out of 301
(252+49) only 209 could read SMS and 61 with some difficulty. We additionally found that 112
were regular user in using sending the text facility on mobile phone and 66 were able to send
it with some difficulty. The support for Telugu font on mobile phone was found only with 128
people. Our findings are in line with other research studies conducted in developing region [49].

5.2.4 Discussion and next steps

MVoice deployment has provided us an opportunity to understand the challenges that can come
to a mobile based ICT deployed in rural geographies of developing region. MVoice tried to
overcome infrastructure challenges due to its multimodal capabilities to support information ex-
change. The information was delivered and requested through voice channels. Towards this use
of miscal app initiated the request from user side that was served by the server in the form of au-
dio content through the voice call. The use of SMS also enabled information exchange between
smartphone application and the server. The bulk upload of data was deferred till the Internet ser-
vice is restored. We had 3G enabled Android tablet, but the Internet was not available all the time
which delayed the data syncing to the server. As described earlier, we also tried sending a small
amount of survey data (i.e. sending tuple <Mobile No, Job card No> from the tablet on com-
pleting the survey) through SMS. We also observed some of these SMS were received at Mvoice
end with a delay of 3-4 hours. This delay was beyond the desired limit for us as we can not wait
3-4 hours to demonstrate the system usage to every rural people. We found that availability of
voice connectivity was much more significant than SMS and the Internet. Thus building an effec-
tive data transmission using voice channel of telephony may result in more reliable automation
solutions for such scenario.
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5.3 Acoustic modem: Enabling Data Transmission through
voice channel

The cellular network is primarily designed to support voice connectivity hence ensures much
more availability to voice channels than data channels. This has led researchers to devise a
mechanism to use voice channel for data transmission when the data channel is not available. We
discuss relevant research that helped us to identify the existing research gaps and the potential
opportunity to improve state of the art.

5.3.1 Related work
Even though, the voice connectivity through cellular services has good coverage in the devel-
oping world; the data connectivity is largely limited to urban areas with poor connectivity in
several rural areas [71]. A large-scale experiment conducted in developing world by Zahir et al.
have tried to investigate the availability of cellular data networks across different rural and urban
locations [57, 69, 91]. They have found several instances where the data transfer stalled for a
large duration. Despite the technical feasibility to provide enhanced data services in such areas,
economic reasons prevent the telecoms from it. These economic reasons include low purchasing
power and low demand for active Internet subscription in these regions. Other economic reasons
include high capital and operation cost, lack of reliable electricity supply, etc [34].

Several application domains that have an interest in rural areas like micro-financing, agricul-
ture and healthcare can be enabled by having just a low-bandwidth point to point data connec-
tivity. Though SMS text messaging service can serve as a simple data layer, but it cannot be
used in the application requiring real-time data exchange. Seeing opportunity in such a scenario,
previous research has tried to send data over GSM voice channel [5, 60] as voice connectivity is
guaranteed by telecom even in the absence of data connectivity and has data rate much higher
than SMS-based data transfer [34]. Such data transmission over the voice channel is known as
acoustic modem where data is transmitted using modulation and demodulation of speech signals
transmitted over the voice channel. The application of such an acoustic data modem has been
shown in the area of encrypted end-to-end secure voice or data over the GSM voice channel
in [27], for real-time and secure transmission of Point-of-Sale (POS) transaction information
from the POS terminal to the financial host [59].

Till date, the research studies have focused on building acoustic modems that either improves
data rate of transfer or reduce the error rate for robust data transfer. LaDue et al. [60] design a
data modem for the GSM voice channel by training over the EFR codec having a throughput of
2 kbps with 10−6 Symbol Error Rate (SER). The symbols designed in their work were specific
to EFR codec and may not work on other GSM codecs. Shahbazi et al. [90] designed a data
modem having a data rate of 2 kbps with 1.5x10−5 SER and overcomes the disadvantage of huge
symbol search space in [60]. Using QAM technique, Chmayssani et al. [31] proposed a flexible
approach for EFR channel that allows data transmission up to 3 kbps with a binary error rate
(BER) lower than 3x10−3. However, their results are purely simulation-based. Ali et al. [5] used
M-FSK modulation to achieve low BER (i.e. < 10−2) . They experimented on the real-channel
test-bed and achieved data rates between 80 to 250 bits/s. Most of the previous studies assume
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the knowledge of underlying voice codec used in GSM [26, 31, 70, 90].
Such a modulation scheme that is designed for a specific codec have achieved good perfor-

mance in terms of data rate or error in transmission. However, in GSM a codec or codec modes
(as in Adaptive Multi-Rate Codec) can change on the fly depending upon channel condition.
Dhananjay et al. have tried to overcome this problem by proposing a generic modulation scheme
that is codec independent [34]. They achieved 1.2 kbps without assuming the knowledge of
underlying voice codec [34]. Although, this generic scheme overcomes the problem of codec
dependency, their data rate is much lesser than codec specific modulation scheme.

5.3.2 Research Gaps & Design opportunities

The narrowband voice channel in GSM (300Hz - 3400Hz) is primarily designed to support voice
and is highly unpredictable for data transmission over the GSM voice channel. The cause of the
error depends on a number of factors ranging from Voice Codec distortions to GSM Channel’s
instantaneous wireless link quality, etc. Despite the challenges, several attempts have been made
to use voice channel for data transmission. Here, we identify factors that can optimize the data
transmission over the voice channel.
• Adaptive System The performance of a data transmission technique is observed best in a

particular codec/codec-mode where they were simulated during experimentation. How-
ever, codec and their modes keep changing based on channel conditions and thus requires
data transmission technique to adapt based on changing codec and their modes. We pro-
pose an adaptive system that possesses the capability of switching to a more robust mod-
ulation scheme if the previously used scheme does not conform to the current channel
conditions.

• Error Metric as Feedback The transmitter end should be aware of current transmission
error rate to build an adaptive system for data transmission. In general, data transmission
uses Forward Error Correction where only receiver end can estimate the transmission error.
Thus, a feedback mechanism can be build to estimate transmission errors at sender’s end.

• Using the Reverse Call Link Previous studies have utilized only the forward channel (i.e.
sender to receiver) for data transmission. When a call is in session, bandwidth is allocated
for both the forward and reverse call links, that means the cost of data transmission remains
same whether we utilize the reverse call link or not. So, here we propose the use of the
under-utilized reverse call link of the call session (originating from the transmitter unit) for
carrying the symbols of a predefined Error Control Code (block codes such as CRC, Reed-
Solomon, etc.) calculated over the last received frame of data symbols (at the receiver unit)
which will serve as acknowledgment in the proposed protocol.

5.4 Adaptive framework for transmitting data over voice

We propose a solution for data connectivity issues based on the concept of acoustic modem.
The proposed acoustic modem incorporate an adaptive framework that can change the modula-
tion scheme based on the error rate of data transmission. Even though the voice call has two
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channels, the previous work was primarily focused on using the forward channel. This forward
channel bears a significant load of carrying Forward error correcting (FEC) code which lowers
the effective data rate. In FEC, data is coupled with error codes while transmitting it from the
sender to receiver (hereafter referred as forward channel) whereas, the channel from receiver to
the sender (hereafter referred as backward channel) is utilized for sending the acknowledgments.
Proposed framework has decoupled the actual data from its error correction/detection codes, and
the forward channel is used only for sending the data. The proposed framework utilizes the
backward channel for error detection. The use of backward channel has effectively reduced the
burden of transmitting error detection and correction code in the forward channel which carries
the actual data and thus can further improve the effective data rate.

5.4.1 Proposed framework

In this section, we describe the system architecture of the proposed acoustic modem which
mainly consists of transmitter and receiver units as depicted in Figure 5.5.
• Transmitter Unit The function of the transmitter unit is to send the acoustically modulated

data and receive the acknowledgment by adaptively changing the modulation scheme for
error control. This unit consists of following components:

Bit to Message Converter: It groups the input bits into messages D of K bits each.

Adaptive Selection Unit: It is further divided into following blocks:
Modulator: It converts the messages into acoustic symbols according to the param-

eters (symbol length L, frequency dictionary) of the selected modulator model.
DEMUX/MUX pair: Based on the current error rate of transmission this block se-

lects an appropriate modulator model from n existing models.

Framer: Its function is to combine the M acoustically modulated symbols from the
modulator and adds synchronization in the beginning and end using chirp signals to
form a frame. The framing of data messages ensures signal alignment at the receiver.

GSM Voice Encoder: It transmits the speech-like signals from the modulator + framer
block to the GSM network cloud. The function of the GSM voice encoder is to
compress the digital data and transform it into analog signals to transmit it over the
air.

Acknowledgment Decoder: The transmitter end continuously listens to the reverse
link for acknowledgment frames. The size of acknowledgment frame in the proposed
protocol is 40% of the data frame’s (on the forward call link) size. These messages
provide the error statistics of the modulator model currently being used.

Error Sensing & Decision Module (ESDM): This module handles the adaptive selec-
tion of modulator model. It is further divided into following blocks:
Error Sensor: The decoded acknowledgment messages are the parity frame Pt of the
data message sent through the reverse link. These parity frames are encoded using
Error Control Codes. In our simulation, we have used Reed-Solomon error control
codes. A bitwise comparison of parity bits received from reverse link and parity
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Figure 5.5: Adaptive Framework: Showing various modules of transmitter and receiver unit in
the framework
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calculated on actual data helps in estimating the error rate in the forward link.
Decision Module: The error statistics of data frame sent by the Error Sensor block
is then fed into the Decision Module. Its function is to control the states of the
DEMUX/MUX pair at the transmitter.

• Receiver Unit The function of the receiver unit is to convert the received acoustic signals
into a message and send the acknowledgment packets over the reverse call link. This unit
consists of the following components:

GSM voice decoder: It just performs the reverse operation of the GSM voice encoder.
It converts the GSM signal back to acoustic symbols.

Deframer: The output of the GSM voice decoder is fed into the deframer block that
extracts M data messages from the received data frame by locating the positions of
these synchronization chirp signals using their unique auto-correlation property.

Demodulation Model Control: The function of this block is to control the state of
DEMUX/MUX pair at the receiver end. It calculates the value of the parameter (such
as symbol length L, frequency dictionary) to detect current modulation model. For
example, the modulation/demodulation scheme presented in Hermes [34] employed
the FSK demodulation technique and estimated the parameter by calculating the dif-
ference in frequency of the current and previous sinusoid of a data message.

DEMUX/MUX pair: The state of this pair triggers the selection of the demodulator
according to the modulator at the transmitter end.

Demodulator: It converts the acoustic symbols back into data messages D′ according
to the modulation mechanism used at the transmitter.

Message to Bit Converter: It converts the group of demodulated data messages D′

into K bits thus forming the output bit stream.

Error Monitor: The output of the demodulator block is also fed into the Error Monitor.
It is the first step in making the acknowledgment packets to be sent on the reverse call
link as feedback.

Acknowledgment Encoder: The function of this block is to modulate the parity mes-
sage P from the Error Monitor into symbols interpretable by the Acknowledgment
Decoder block at the transmitter.

5.4.2 Acknowledgment Protocol

We use standard Reed-Solomon error correcting codes [101]for designing Acknowledgment pro-
tocol. Firstly, we assume the number of errors nerr that may occur in M message symbols is less
than the code minimum distance. It can be expressed as

M ∗ e(ornerr) < dmin (5.1)

where e is the fraction of errors that has occurred in M message symbols. Secondly, we assume
that no burst errors occur in the frame of M symbols probably due to VAD triggering for the
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duration of 20ms. Lastly, we assume that the reverse call link (or backward channel) is noise-
free. We propose an alternative to FEC where transmission of parity bits can be deferred till the
transmission makes the decision whether to send parity bits or not. We name this mechanism as
Minimalistic Forward Error correcting codes as parity bits are only sent in case of the erroneous
frame. Algorithm 1 shows the parity bit that is sent to the receiver if nerr is greater than zero. On
receiving the parity bits, receiver corrects the data frame through Reed-Solomon error correction.
In case of error-free frame a Tflag is transmitted which is just a single symbol. On receiving
Tflag, receiver finalizes the data frame (which is error free) without any error correction. Thus,
if channel conditions favor a particular modulation scheme, then it’s error-free frame will also
increase. In that case, MFEC will significantly reduce the overhead of error correction.

Algorithm 1: Construct MFEC from error reported
on backward channel

Given nerr already calculated on the previous data frame
if nerr > 0 then

Transmit parity bit
else

Transmit Tflag
end if

————————————————————————-

5.4.3 Evaluation
Our goal is to study the performance difference between conventional data transmission tech-
niques (which use single modulation schemes) and proposed framework using an adaptive se-
lection of different modulation schemes (in our case three schemes). We performed real-world
experiments for data transmission over GSM voice channel and channel characteristics learned
through it were used to evaluate the performance of our adaptive framework in simulation pro-
gram designed and developed in Matlab. For the experiment, the hardware used for the system is
described in Figure 5.5. It consists of Raspberry Pi1as transmitter, a desktop machine running on
2.53 GHz processor as a receiver and a Huawei E173 GSM modem (on Vodafone GSM network)
as GSM voice codec unit. Both the transmitter and receiver run Asterisk Telephony Server2 for
handling calls.

Experiment Design

For the experiment, the adaptive framework is designed to have three modulator models. The
modulator schemes were designed to have a data rate comparable to those mentioned in the
literature. Dhananjay et al. [34] have quoted a raw data rate of 1.2 Kbps based on real-world

1http://www.raspberrypi.org/
2http://www.asterisk.org/
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experiments (other studies are simulation based and are on specific codec). So we chose one
with the raw data rate of 1.2 Kbps, other with data rate higher than this and lastly one with lower
data rate.
Modulation: The proposed digital modulation technique is based on the PCCD-OFDM-ASK
principle implemented in [34]. In Orthogonal Frequency Division Multiplexing (OFDM) tech-
nique, the data is encoded over sub-carriers. The frequency spacing between each sub-carrier
is such that they are orthogonal to each other therefore it is the reciprocal of the useful symbol
period T . For the GSM voice channel, the sampling rate is 8 KHz. The sub-carrier frequency
spacing is defined as

4f = 8000/L (5.2)

where L defines the number of samples in each message symbol. As the GSM voice band is
standardized as [300-3400] Hz, the sub-carriers must be well within this band to ensure that the
modulated symbols are speech-like. For the OFDM modulation scheme defined in this paper the
number of sub-carriers is 3. The number of bits K in each message symbol is 6. This gives the
symbol population as

N = 2K = 64 (5.3)

The symbol design rule is as follows:

1. The frequency set F is mapped as,
F = {flag1, f0, f1, f2.f9, f lag2} ∈ [300,3400] Hz

2. Break numbers into individual digits as D1 and D2.

3. Symbols are encoded as integers from 0 to 63. Their representation in time domain 0 < t
< T is:
if D1−D2 < 0

SD1D2 = sin(2πfD1t) + sin(2πfD2t) + sin(2π

flag1t)

if D1−D2 = 0

SD1D2 = sin(2πfD1t) + sin(2πflag1t) + sin(2π

flag2t)

if D1−D2 > 0

SD1D2 = sin(2πfD1t) + sin(2πfD2t) + sin(2π

flag1t)

4. Finally, normalize the symbol power.
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Figure 5.6: Variation of error-free frames with frame size for all three modulator models

Note that this symbol design rule gives N up to 100, but we select N = 64 so that K is an
integer. The demodulation part is simple and uses FFT to find out which of the three sub-carriers
are present out of the set F . It uses the same rule as described above for decoding the integer
from 0-63.

The three modulators that we defined differ in terms of L, 4f, raw data rate (Draw) and
symbol error rate (SER) performance. We conducted a real-world experiment to make three
simultaneous calls originating from Transmitter to Receiver each using one of the three modu-
lator models summarized in Table II. Both mobile stations (MS) were operated over Vodafone
(cellular service provider). We transmitted the same set of 2 x 105 symbols (196 KB text file
of random characters mapped as integers from 0-63) in each call session over the forward call
link. The duration of the call for modulator model I, II and III was 13 min, 17 min, and 26 min
respectively. This experiment was successfully able to record the distortions present due to GSM
voice channel previously discussed in section III. Further, we implemented our adaptive frame-
work in a simulation program on Matlab using the resulting data from the real-world experiments
conducted before.

Results

The demodulation was performed on the acoustic symbols recorded at the Receiver Unit. The
received data files were compared against the original file to calculate the total number of errors
that occurred during the transmission over GSM voice channel. We observed error fluctuations
in all the three received data files. However, this fluctuation was seen to be directly proportional
to the data rate of the modulation scheme employed for experimentation. Based on this we
evaluated the percentage of error-free frames for various frame sizeM (see Figure 5.6). It can be
clearly observed from this that as the frame size M increases, the percentage of error-free frames
decreases. However, this decrease is slowly varying for Modulator Model III as compared to
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Modulator Model I as the former is more robust to error.

Table 5.2: Modulator Model Parameters

System L 4f (Hz) Data rate Symbol Error
(sample length) (bps) Rate (SER) %

Modulator model I 31 260 1550 9.8
Modulator model II 40 200 1200 4.75
Modulator model III 62 130 774 2.9

Table 5.3: Performance Of Modulator Models Compared With Proposed Framework

System Raw Data Rate Effective Data Rate
(Draw) (in bps) (Deff) (in bps)

Modulator Model I 1550 1096
Modulator Model II 1200 869
Modulator Model III 774 591
Modulator Model I + MFEC 1550 1124
Modulator Model II + MFEC 1200 915
Modulator Model III+ MFEC 774 666
Adaptive Modulator Selection + MFEC 1509 1110

Performance of Proposed Framework: Table IV summarizes the results of our simulation.
If each of the three Modulators was employed individually for data transmission without any
adaptive framework, the effective data rate would be lower than the case in which the MFEC
algorithm was used along with each of them. Although the adaptive framework (which includes
both the adaptive selection of modulators and MFEC algorithm) has a slightly lower raw data
rate compared to the highest Draw of 1500 bps, it results into an data transmission which has the
capability of correcting all the errors at the receiver despite of the varying channel distortions.
The effective data rate of 1110 bps was significant enough as compared to previously proposed
works because of the intelligence added at the Transmitter & Receiver units.

5.5 An Android prototype for Data over Voice
In this section, we describe the implementation and functionality of an Android application ca-
pable of sending data over voice to a remote location.

5.5.1 Design Decision
In this section, we discuss and showcase our capability to deploy a mobile based solution that
can send data without the Internet over voice channel. We thought to build an smart-phone
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Figure 5.7: Main screen of 181 SOS application

application for women safety that can send SOS signal even when victim does not have access
to the Internet on their mobile device. Victims of VAW ( Violence against women) may not
have Internet at crime scene as many people have habit to use free Internet through Wi-Fi at
home or work place instead of using mobile data services. This has motivated us to build a
smart-phone application that can send SOS signal without the Internet to relevant authorities
along with location data from GPS of victims‘ mobile device. Next design decision , we took
regarding platform for mobile application. Among the mobile operating system, Android has the
largest market share which is approximately 60% of total market [76]. Thus the reason, we chose
to develop an Android-based deployable solution for data over voice.

5.5.2 Implementation
In this section, we explain feature and functionalities of an example SOS application for women
safety. The current implementation described here is for Android, though similar applications
can be developed using the same technology for other mobile platforms including iOS.

Figure 5.7 shows the main screen of SOS application. It has following features and function-
ality:
• Registration: It is the first step where a user at the time of installing the application on the

phone submits their detail to server which can be helpful to provide them assistance at the
time of danger. On the left side of Figure 5.8 shows the screen when the user presses the
register button on the main screen. A message appears which describes the importance of
registration process and further instruction on how to proceed with registration. On the
right side of Figure 5.8 shows the various details that users are asked to submit to 181
authorities by filling a form on their SOS application. Once the user fills up the details
and presses the button at the bottom of the form, their details get uploaded on server. This
process of uploading the details uses the Internet for uploading the data.

• Complaint Lodging: One of the most frequent complaints from women are about obscene
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Figure 5.8: Registration screen of SOS application
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Figure 5.9: Lodging of Complaint for an Obscene call by selecting it from the call log that is
read by SOS application

calls and messages. The second features lets its user to register a complaint about such
incidents to relevant authority from the application itself. Application allows user to spec-
ify whether the complaint is about SMS or a call. User can specify the mobile number of
accused by manually or selecting a number from its call log. Figure 5.9 shows a sequence
of interaction between a user registering for an obscene call.

• SOS Alert (with/without the Internet): This feature is designed to send user location to rel-
evant authorities while encountering safety issues. The location data transfer from mobile
device to the server can happen in two ways i.e, either using Voice call or Internet Services.
A user can save this setting and application will remember the mode to transfer the data.
The designed application can be used in two ways to Signal an SOS message to relevant
authorities. The user can either press Red button after opening the application as shown
in Figure 5.10. However, in certain situation users(or victim) may not have time to unlock
the phone to open the application and then press the SOS button. For such situation, the
application provides an alternate way to signal SOS. A user can repeatedly (5-times) press
the power button (i.e. Hard button to switch on-off the mobile) to signal the SOS to rele-
vant authorities. Figure 5.10 shows a sequence of user interaction with mobile to activate
emergency alerts.
While designing this feature, a difficulty to implement data transfer over voice is the lim-
ited support from API offered from Android to generate custom audio tones and send them
directly over the GSM uplink. An indirect way to achieve this is to store required audio
tones of desired frequencies and play them over the phone that will be simultaneously cap-
ture by the microphone to send over the uplink. However, the downfall of this approach is
that microphone capture all other noise along with the audio tone played over the speakers.
Currently, android supports only the generation of DTMF tones that too only at the time
of call initiation using “android.intent.action.CALL” API. These audio tones are used as
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Figure 5.10: Selecting SOS alert to be send via voice or the Internet

acoustic symbols that are decoded at the telephony server using DTMF decoders.

5.6 Summary
In this Chapter, we explored the challenges of achieving error-free data transmission over the
GSM voice channel. We investigated the potential use of the underutilized reverse call link of
the same call session and proposed an adaptive framework that improved the error rate while
transmitting the data. Extensive experiments have displayed the error fluctuations existing over
the received data that cannot be corrected using the conventional error-correcting methods. Thus,
the use of the reverse call link for sending Error metric as feedback improved the effective data
rate performance system. We have also developed and designed the Android implementation of
Data over Voice for women in distress.

We will also like to bring the known limitation of this work. Proposed a mechanism for
sending parity at a delay is not suitable for transmission of real-time traffic such as audio and
video. Simulation of the adaptive framework did not account for latency and synchronization
issues of the real world. In the current implementation of MFEC only benefits through error-
free frames are achieved. However, we observed the presence of several data frames with few
errors that could have been used to reduce the overhead of error-correcting codes but requires the
development of variable length error control codes.
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Chapter 6

Conclusion

In this dissertation, we have provided methods to evaluate and improve the performance of dif-
ferent mobile ICT systems. We discussed three forms of mobile ICT, i.e., 1) Helpline Systems,
2) Automated Voice Applications, and 3) Smartphone Application. Here, we summarize our
contribution towards these mobile ICT systems and direction for future research in this domain.
• Helpline System: Through our field deployment at 181- Chief Ministers Helpline, we

identified that long waiting time in the telephonic queue has resulted in calls where caller
hang-up the call before they were answered by the call executive of the helpline. We
reviewed the literature around waiting caller and found the use of temporal metaphors for
helpline with limited call executive could be a good solution. We found two concrete
research gaps in literature:

1) Need for an objective and quantitative method for evaluation of temporal metaphors.

2) Comparison of metaphors designs to build effective metaphors for helpline caller.

Towards this, we propose and demonstrated the use of Survival Analysis as a statistical
method for objective and quantitative assessment of temporal metaphors’ design. To the
best of our knowledge, Survival Analysis is the first objective method proposed for evalua-
tion of temporal metaphors. We also presented the findings of a real-world study conducted
over helpline with distress callers. The performance difference between baseline system
and proposed design was statistically significant. The comparison of different designs
forms a good basis to design effective temporal metaphors for other helpline systems.

• Automated Voice Application: We deployed Automated Voice application system at IIIT-
D to provide information to admission applicant in an automated manner. Data collected
through this deployment suggests that a good amount of time of callers is wasted in nav-
igating the menu of a voice application. Through a literature survey, we established that
navigation is still an open problem in the area of voice-based system design. We propose
the use of data-driven mechanisms which can improve the existing navigation technique
by mining knowledge out of system usage data. We demonstrated the use of data-driven
methods to build adaptive interfaces for voice menu that can reduce navigation time by
predicting caller information need and arranging menu options in a particular order to
satisfy that need as early as possible. We provided findings of comparing designs and al-
gorithms for adaptive interfaces through real world study and the results were statistically
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significant. We also presented the design and development of IVR testing tool named as
Maareech.

• Smartphone application: We presented the findings of rural deployment where due to
unreliable data connection has either delayed the data synchronization from field to cen-
tralized server MVoice or used SMS to send the data to MVoice. The literature survey
validated the problems exists in several parts of developing regions and researchers have
proposed the reliable data transmission through the use of voice channel . We identified
the potential area of improvements over existing methods to transfer data through the voice
channel. The proposed framework improves the data transfer rate by minimizing the over-
head of parity bit in data transmission, use of the unutilized reverse channel, and adaptive
data transfer mechanism. We conducted a real-world experiment to collect performance
data of adaptive transfer mechanism. Calculations done over collected data shows the per-
formance improvement of proposed framework. Based on this mechanism, we designed
and developed an Android application for sending SOS signal from users mobile without
the use of the Internet.

6.1 Future Work

Our work provides answers to many challenges related to developing and deploying a mobile
ICT. However, several extensions of this research deserve further consideration that is listed
below:
• For Helpline system, we developed a statistical method to assess the performance of tem-

poral metaphor. We believe in future, several other methods for time and duration analysis
can be compared against the proposed method in this dissertation. In future, method to
accurately estimate expected waiting time can also be investigated. Future research could
also extend it to study how an objective method like survival analysis correlate with sub-
jective methods proposed in the literature. Further, the real world study conducted for
temporal metaphors had mostly women users. A comparative study with the different type
of users and scenarios can enable to comment better on the generalizability of proposed
method.

• We studied the adaptive interfaces for voice application that increases IVR usability by
reducing navigation time for callers but we find adaptive interfaces may be confusing to
some repeated callers. Future work in this direction to develop adaptive interfaces for
repeated callers can further increase the applicability of such systems.
Also, in our studies, users were mainly from urban areas and were well educated. We
believe a similar study with rural and illiterate population can open up new challenges for
automated voice application system.

• We try to mitigate the problem of data connectivity through a multimodal system and
acoustic modems. We believe future research can combine acoustic modem with multi-
modal connectivity into a single system to build the novel solutions for many rural appli-
cations like health, education, and banking. The work can also be expanded as Android
middle-ware library.
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Mobile phone based ICT has shown promising results for developing regions and resource-
limited settings. With improving infrastructure and growing capabilities of the mobile phones,
there will be a further boost to its usage as our gateways to human knowledge.
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