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Abstract

Rotary vehicles like quadrotors, have become an essential part of many applications like mapping, object delivery, tracking, patrolling, and communication relay, etc. A key requirement for these applications is that the vehicle needs to perform these tasks autonomously from takeoff to landing. Landing is the most crucial task in the mission, which has a direct impact on the physical safety of the vehicle. Further, in mapping and object delivery applications, the vehicle landing area is constrained, and hence requires precision landing capability. Additionally, external disturbances like winds and visibility add another dimension to challenges in actual landing scenarios. This thesis focuses on the development of vision-assisted guidance techniques for landing of a quadrotor.

The primary concern of a guidance strategy is to enable persistent tracking of the landing pad (referred to as target) which could be either stationary or moving and accurately land on the target. Additionally, for a moving target, the velocity of the UAV and the target must be the same to achieve zero closing velocity at the time of landing. Besides this, it is desired that the convergence profile of the UAV velocity to the target velocity is slower in the beginning and faster towards the end for achieving time efficient landing. To this end, we have developed a novel log polynomial guidance for accurately landing the vehicle on the target, while meeting the required velocity characteristics. The target is persistently detected and the distance to the target is estimated using an onboard camera vision algorithm. Based on the estimated distance, the log polynomial guidance law drives the vehicle towards the target and ensures landing with zero closing velocity. We theoretically prove the convergence of the proposed guidance law. The guidance law is applicable to both stationary and moving targets. We have performed simulations and carried out field experiments to demonstrate the efficacy of the guidance law.

The proposed guidance law is analyzed in detail for a vertical landing scenario. The guidance law consists of a log polynomial function, which is dependent on the distance between the UAV and the target, and can be
controlled by two design parameters. We have carried out a detailed theoretical analysis of the impact of these design parameters on the guidance characteristics. We show that the decay characteristics of the log function, inherently guarantee zero closing velocity and acceleration at touchdown. Analytic conditions are deduced on the two design parameters for achieving, strictly decreasing, initially accelerating, and hovering velocity profiles, respectively. Closed-form expressions are derived for maximum velocity, and engagement time constraints as a function of design parameters. The results of the vertical landing scenario can be used to derive speed profiles of landing in different dimensions \((x, y, z)\). Additionally, it provides a visual representation of the choice of velocity profile, maximum velocity constraint, and engagement time in two-dimensional design parameter space. These results help us in devising the landing behaviors for a robust landing and can give insights to the overall landing process (rather than just the terminal phase) to suit the needs of the application.

Any standard autonomous UAV mission is subject to hostile environmental conditions. Landing being an inherently difficult maneuver becomes more challenging due to environmental uncertainties like wind disturbance, uneven landing surface and constraints imposed by target localization errors, uncertain motion of the target and time critical nature of applications. Thus, it becomes imperative that the guidance strategy is robust and it degrades gracefully even in unforeseen conditions, and a decision to abort and/or reinitialize the landing process can be made accordingly. In order to understand these effects, we have carried out qualitative analysis of the log polynomial guidance law in simulations under varying environmental conditions and movement of the target. The simulations have been performed on a realistic quadrotor simulator, Microsoft Airsim with unreal engine. The robustness of the guidance law is further analyzed through, outdoor experiments. These studies show that the proposed guidance law is capable of guiding the vehicle to land accurately on any target, stationary and moving, in reasonably adverse environmental conditions.

In summary, this thesis focuses on developing a novel landing guidance law for a quadrotor using vision to land on stationary and moving targets under wind disturbance and uncertain target motion. We have shown convergence analysis and also experimentally validated the guidance principle through realistic simulations and outdoor hardware experiments.
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Chapter 1

Autonomous UAV landing techniques

1.1 Introduction

Unmanned aerial vehicles (UAVs) are highly effective in remote operations. These vehicles have been used in several types of applications like surveillance[1], search[2], agriculture[3, 4] border patrol[5], scientific experiments [6], and mapping [7]. Communication, sensor and control techniques have evolved over the past few decades that has led to the development of a wide range of UAVs varying in shape, size, configuration, and characteristics. The common types of UAVs are fixed wing UAVs, quadrotors and helicopters at different scales (large UAVs or miniature vehicles or micro aerial vehicle). Fixed wing UAVs have a simple structure, fly at high speeds, and for a longer duration as compared to rotary wing UAVs. However, some of the fixed wing UAVs may require a runway for takeoff and landing, while those that can be either hand launched or through a catapult mechanism can be landed on their belly. On the other hand, rotary wing UAVs have an advantage of hovering, which is useful for monitoring some regions of interest. Rotary wing UAVs have agile maneuvering capability but at the same time they have high mechanical complexity, low speed and short flight range.

UAV flight consists of different phases, namely, take-off, climb, cruise, descent and finally landing. Most of the UAV autopilots have autonomous take-off (catapult and hand launched) and cruise but limited autonomous landing capabilities due to high risks and reliability issues. The accuracy of the landing must be high otherwise the aircraft may crash. Autonomous landing is one of the most challenging part of the flight. Landing must be done in a limited amount of time and space. Hence precise sensing techniques and accurate control is required during this maneuver.

There are two aspects to the design of a landing controller namely sensing and control. The choice and
design of these aspects must take into consideration a number of factors like: the type of landing (indoor or outdoor), visibility, type of terrain, wind disturbances, etc. The sensing techniques used can be either active or passive. Although radar, LIDAR, ultrasonic, and other time-of-flight active sensors can provide accurate range estimates, they are subject to several disadvantages. For example, surfaces and environmental factors can affect the ultrasonic range finder measurements. Most types of radars especially microwave radar which has a low frequency band does not provide sufficient angular resolution but it is insensitive to weather environment. On the other hand millimeter wave radar is smaller in size, provides fine angular resolution but it is limited to detection range and is sensitive to weather conditions. Also, by their nature, active sensors rely on self-emitted RF, laser or ultrasonic signals, which can be used to detect, or be used to localize by triangulation. Furthermore, active sensing modalities have relatively high rates of power consumption.

Visible-light or IR cameras, on the other hand are passive and rely solely on the reflected ambient light or heat, thereby lowering the probability of detection as well as reduced power consumption. Factors that make vision-in-the-loop difficult are: achieving the accuracy of active sensors without time-of-flight measurements; high bandwidth and computation subject to operation in real-time; and inherent photogrammetric ambiguities making some computations ill-conditioned. Therefore, selection on the type and the number of sensors to be used is a trade-off between accuracy, system complexity, power consumption and application scenario. These sensing techniques are used to estimate the POSE (position and orientation) of the UAV which is then used by the controllers. The type of controllers can range from simple linear control to complex techniques involving intelligent and hybrid control systems.

A general block diagram of the landing control system is shown in Figure 1.1. The system consists of four blocks namely sensors/navigation system, guidance controller, flight controller and type of the UAV. The sensors/navigation system determines the POSE of the vehicle. This information is used for the flight and guidance controllers. The guidance controller generates guidance commands like change in velocity, acceleration and rotation to follow a desired trajectory. The flight controller takes the guidance command to generate the appropriate actuation commands according to the type of the UAV (VTOL or fixed wing).

In this chapter, we review the existing work on landing technique for UAVs. We broadly classify the literature based on the type of sensors and controllers used for landing. These are vision-based, control-based, guidance-based and net recovery-based landing techniques and we also provide a detail comparison of these landing techniques.
Emerging applications of unmanned aerial vehicles demand more autonomous capabilities to guarantee safe operation. Emergency landing situations due to power, actuation, or sensing failures may not include special navigation markers for landing. In such scenarios, it is essential to find a suitable landing site taking UAV flying characteristics, application scenario, and safety into account. Therefore, there is need to develop efficient algorithms that can detect flat zones \[8, 9\], and select a landing site quickly.

### 1.2 Site selection search

There are three steps in the site selection process: search, detection and determination of the best landing site. Park et al. \[10\] used a stereo vision system to detect primary landing sites and also store information about secondary candidate landing sites for a quadrotor. The system consisted of two cameras pointing downwards. Most appropriate landing site was decided by a decision map which was a weighted combination of three maps: evaluated depth map, flatness map and energy consumption map. Highest scoring sites were made as primary where as the others were stored as candidate landing sites. The weights of the parameters could be adjusted depending on the type and situation of landing to be performed. Three types of topographies were considered in the testing scenario: rough sinusoidal, mountain and urban. Brockers et al. \[11\] used a single camera for visual detection and reconstruction of the position of navigation targets but used a motion capture system for
scale information and closed loop control. Homography estimation was derived from matched feature points with the assumption of a planar surface which can be used for ego motion estimation. The navigation system operated in three sequential phases with three distinct behaviors, in order to first detect the target (detection phase), then determine an accurate estimate of the target location (refinement phase), and finally to perform an autonomous maneuver based on the final target estimate (descent and landing phase). In the detection phase, imagery data was collected for landing platform detection while the vehicle followed a predefined path. Once the first landing spot waypoint was generated, the control system transitioned to refinement phase where additional measurements were taken to increase the estimated waypoint’s accuracy. This included collection of additional 3D waypoints in the vicinity of the current estimate. In the final phase the vehicle is first sent to a point at current altitude which was immediately above the landing waypoint and then it descended to land on the waypoint at an appropriate rate. Scherer et al. [12] studied the problem of evaluation of a landing site. The terrain evaluation was divided into two parts: coarse evaluation followed by a fine evaluation. The coarse evaluation found candidate areas applying a fast plane fit to measure the slope, roughness, and other statistics. The fine evaluation looked into skid contact and body clearance of a location and evaluated promising areas by fitting a 3D model of the helicopter and landing gear to a triangulated surface of the environment. Based on these evaluations, a weighted linear combination of factors determined the goodness of a landing site. These factors were: goodness from rough evaluation, area under the landing gears, volume under the helicopter, distance from the closest bad landing site and distance to the ground goal point. Depending on the values of the weights, different landing sites could be chosen as the best landing site.

1.2.2 Planning for site selection

A UAV needs to plan and perform a sequence of flight operations to select a landing site that minimizes the expected cost of flight, to the desired goal location. This requires planning under uncertain environments. Kushleyev et al. [13] proposed to solve the problem of computing this sequence using a probabilistic planning framework, called PPCP (Probabilistic planning with clear preferences) [14]. The PPCP algorithm decomposes into a series of deterministic graph searches that are fast-to-solve and require little memory. Theoretical guarantees on the optimality of the returned policies are also described. Griffith et al. [15] presented a system that plans nominal paths for a miniature aerial vehicle (MAV) through a terrain. A rapidly exploring random tree (RRT) algorithm was used to build a tree of traversable paths through an environment modeled using apriori data. Branches in the tree were then checked to ensure that they satisfy turn radius and climb rate constraints and are also collision free. While on course, the MAV avoided frontal threats via data from a forward-pointing laser, and used flow field information from three optic flow cameras to negotiate rough terrain. A hybrid path
planner capable of both single-mission path planning in known environments, as well as path re-planning in uncertain and dynamic environments was presented by Ping et al. [16]. Initially, the planner uses Dijkstra’s algorithm to find a minimum cost path inside a 2-D grid representation of the environment. By using a grid map, sampling the C-space can be avoided, which in turn reduces the computational complexity. In the roadmap grid, UAV constraints, such as minimum flying altitude, as well as landing time were represented as cost functions that penalized the cost of the path to prevent the UAV from traversing an undesirable flight path.

1.2.3 Approach trajectory

The selection of a landing site and the trajectory followed to reach the site are application dependent. For example, in perch and stare application, the MAV should land close to the edge of the elevated surface, for emergency or fast landing tasks, a safer location is preferable [17]. For VTOL most of the work presented in the literature assumes that the selected landing site can be reached by using two waypoints. The first waypoint is a point directly above the landing zone and the second waypoint is the landing spot itself. For a fixed wing UAV, to accomplish a successful landing, there are three main factors which must be under control [18]. First of them is the lateral position of the UAV with reference to the runway since the goal is to touchdown on the lateral middle point of the runway. The second attribute is the vertical position, which is the AGL (above ground level) altitude of the UAV. It is a dynamic value for a fixed wing UAV, since it changes according to the distance to the runway. The last main attribute is the speed. The speed value is a static value and it depends on the aircraft characteristics. The main aim is to keep the desired speed value during the period of final approach.

1.3 Landing controllers

A typical landing system uses GPS (Global positioning system) and INS (inertial navigation system) along with range sensors like radar altimeter, or barometric pressure sensor, since the altitude measurement from the GPS is inaccurate. Using the fused information of the GPS, INS and the altitude, one can design efficient landing controllers for different types of aircrafts. We now present a review of landing controllers for quadrotors and fixed-wing aircrafts.
1.3.1 PID control

The proportional-integral-derivative (PID) controller is the most widely used feedback design. The control $u(t)$ is determined as

$$u(t) = K_p e(t) + K_I \int_0^t e(t) dt + K_D \frac{de(t)}{dt},$$

(1.1)

where $K_P$ is the proportional gain, $K_I$ is the integral gain and $K_D$ is the differential gain. Most of the aircrafts use the PID as a low-level control technique. The other control techniques including the vision-based control are high level techniques that provide signals to the PID controller. Erginer and Altug [19] presented a PD controller design for a quadrotor vehicle that has different PD control loops for controlling quad-rotor altitude, pitch angle, yaw and its motion. Quadrotor control using vision was also presented where the POSE was estimated using feature extraction technique. Lippiello et al. [20] proposed a PID based landing controller for a quadrotor for emergency landing. Ha and Kim [21] proposed an adaptive gain PID control technique using genetic algorithms for landing under harsh weather conditions.

1.3.2 Nonlinear control techniques

An aircraft model can be either a linearized or nonlinear aircraft model. In a linearized model, the longitudinal and lateral dynamics of the aircraft are decoupled which eases the design by developing separate controllers for longitudinal and lateral controllers. Nonlinear control techniques such as feedback linearization, sliding mode control and backstepping control designs are often used for nonlinear aircraft model [22].

1.3.2.1 Feedback linearization

Feedback linearization is a technique used for controlling nonlinear systems. It attempts to introduce auxiliary nonlinear feedback in such a way that the system can be treated as linear for the purpose of control design. Prasad and Pradeep [23] used this technique for landing control of a fighter aircraft. Voos and Nourghassemi [24] proposed a stabilized flight and landing strategy for quadrotor UAVs where they use the nonlinear feedback linearization technique to linearize and decouple three out of the six degrees of freedom. Burchett[25] applied feedback linearization to vehicle point mass dynamics to control the approach and landing of a reusable launch vehicle. This resulted in a linear system with inputs that were combinations of lift, drag and bank angle. By applying a simple aerodynamic model, lift and drag were mapped to negative $z$ axis acceleration and speed-brake commands. Direct application of feedback linearization requires second and third order derivatives of
uncertain aerodynamic systems which does not guarantee stability. To overcome this, flight dynamics can be separated into slow and fast dynamics with sufficient timescale separation [26].

1.3.2.2 Sliding mode control

Sliding mode control technique is a nonlinear control technique that changes the nonlinear dynamics by application of a discontinuous control signal. In this technique, trajectories are forced to reach a sliding manifold in a finite amount of time and remain at that manifold for all future time. These trajectories in sliding mode control are defined as solutions to a set of sliding functions where the number of variables to track the trajectory should be equal to the number of available control inputs [27]. The main issue with sliding mode control is chattering and high control demand. Therefore, appropriate selection of sliding functions and reaching laws needs to be designed. Lee et al. [28] designed an adaptive sliding mode control to take into consideration the effect of sensor noise, uncertainty in the estimates and ground effect. Huang et al. [29] developed an integral sliding mode control to ensure the tracking is minimized to zero and the controller is robust to parameter uncertainties and external disturbances.

1.3.2.3 Backstepping control

Backstepping control is another nonlinear technique which can be used for designing a landing controller. The backstepping approach provides a recursive method for stabilizing the origin of a system in a strict-feedback form. In this system, the designer can start at a basic known stable system and "back out" new controllers that progressively stabilize each outer subsystem. For autonomous landing of a UAV the subsystems can be rotation and linear translation subsystem [30]. Using the backstepping approach one can synthesize the control law by forcing a system to follow a desired trajectory. Ahmed and Pota [31] presented an application of backstepping controller for landing of a quadrotor using a tether. This approach was extended in [32] where the backstepping-based controller takes advantage of the “decoupling” of the translation and rotation dynamics of the rigid body, resulting in a two-step procedure to obtain the vehicle control inputs. Lee and Kim [26] proposed a flight and landing control using backstepping along with neural networks where the backstepping controller tracked the angle of attack, side slip angle and roll commands assuming that aerodynamic model is completely known. Yoon et al. [33] proposed an adaptive backstepping controller design for aircraft landing with wind disturbance and actuator failures by the use of hedging techniques. Nonlinear six degree of freedom aircraft model was considered for the design of the backstepping controller that tracked a desired glide slope towards the runway. In order to estimate the modeling errors of aerodynamic coefficients in the nonlinear model, the
adaptive parameter estimation of the nonlinear function was adopted.

1.3.3 Intelligent control techniques

Intelligent control is a category of control technique that uses various artificial intelligence computing approaches like fuzzy logic, neural networks, and machine learning. Several landing controllers using these techniques have been proposed. However, the validation of these type of controllers on field experiments is limited.

1.3.3.1 Fuzzy logic

Fuzzy logic is a form of many valued logic. It handles the concept of partial truth, where, the truth value may range from completely true to completely false. Fuzzy control system is a system that makes use of fuzzy logic. It accepts analog continuous input values ranging from 0 to 1 instead of discrete values 0 and 1. The process of converting an input value to a fuzzy value is called “fuzzification” [34]. Fuzzy logic is used in the landing problem as it can accommodate nonlinearities due to aerodynamics, actuators, sensors, and environmental disturbances. Also, fuzzy logic controllers can be combined with conventional controllers like PID to model the system in a more realistic manner. Nho and aggarwal [35] developed a PD type of fuzzy logic controller and tested it on simulations using both linear and nonlinear models. Miguel et al. [36] presented a fuzzy logic based UAV landing using 3D position estimation.

1.3.3.2 Neural network-based control

Neural network-based control basically involves two steps: system identification and control. Neural networks have the ability to learn. Given a specific task to solve, and a class of functions $\mathfrak{f}$, learning means using a set of observations to find $f \in \mathfrak{f}$ which solves the task in some optimal sense. Malaek et al. [37] addressed the problem of designing an intelligent auto-landing controller in the presence of different wind patterns to expand the flight safety envelope. Four different types of controllers were designed namely, PID, neuro, hybrid neuro PID, and ANFIS-PID [38]. Neuro controller was designed to control the aircraft in glide and flare modes. Hybrid neuro controller was designed to handle the aircraft in very strong wind pattern. A controller based on vision and neural network was proposed in [39] where the pilot action was modeled using neural network. The constraint with most of the neural networks is that they are reliable when landing conditions fall within the range of trained data set, thus a significant amount of training data is required for sufficient reliability.
1.3.4 Hybrid control techniques

A system that exhibits both continuous and discrete behavior is a hybrid system. State of a hybrid control system is defined by a set of continuous variables and a discrete control mode. In order to perform an autonomous landing, a sequence of complex tasks must be performed, especially if there are obstacles on the runway. The sequence of actions represent discrete system while the actions during the sequence is a continuous system and hence landing problem can be treated as a hybrid system. Koo and Sastry [40] presented a hybrid control design for the landing problem by modeling the outer-inner loop of the vehicle as a hybrid system. A pack controller controlled the discrete state of the system based on the continuous state. The hybrid controller encoded the switching sequences for the phases in the landing scenario. Frazzoli et al. [41] proposed a hierarchical control architecture for maneuvering autonomous helicopters. In order to reduce the computational requirements of the control problem, a hybrid system framework was used. The hybrid controller was based on an automaton whose states represented feasible trajectory primitives. At the highest level, a strategic control layer was present, in which the current mission objectives were defined. Mission planning and way-point generation were typically included at this level. An intermediate layer was defined which included the guidance and trajectory planning. The best sequence of "maneuvers", or trajectory primitives was decided at this level. The lowest level, included the traditional control functions (stabilization, regulation, and command tracking).

1.3.5 Robust control techniques

Robust control methods explicitly deal with uncertainties in control design. A controller designed for a particular set of parameters and assumptions is said to be robust if it works well under a different set of assumptions or uncertainties. One of the robust control techniques used for UAV landing is the mixed $H_2/H_\infty$ control technique [42]. $H_2$ control involves minimizing the $H_2$ norm of a system, while $H_\infty$ method minimizes the effect of disturbance on the system performance. Liao et al. [43] proposed a robust fault tolerant controller that can handle external wind disturbances and control failures by employing $H_2$ control technique on a linearized aircraft model. Wang et al. [44] used this approach to address the landing problem of a flying wing UAV so that it tracks its landing trajectory even under the influence of uncertainties and disturbances. $H_2$ performance variables were formulated as an LQG problem to meet efficient dynamic responses and $H_\infty$ was used to eliminate the disturbance due to ground effect and atmospheric disturbances. Lungu and Lungu [45] developed a longitudinal landing controller using $H_2/H_\infty$ and dynamic inversion techniques. The dynamic inversion technique determines the guidance command while the $H_2/H_\infty$ provides robustness against sensor noise and environmental disturbances.
1.4 Vision-based Landing

The localization with GPS involves errors in meters (3-5 meters). Therefore, for precision landing in confined areas, it is essential to have additional information about the target position for accurate landing. One such sensor is camera, where we can use computer vision algorithms to acquire the target information which in turn can be for autonomous landing. There are a number of vision-based control techniques for heli-pad detection, tracking and landing (both indoor and outdoor). Classical vision-based target tracking and landing focuses on object recognition using edge detection techniques. Although vision provides a natural modality for object detection and landing, it can only sense the changes due to the applied forces not the forces themselves. Hence vision-based techniques are integrated with conventional control techniques for a robust landing design.

1.4.1 Indoor landing

Indoor landing involves landing in a controlled environment with less environmental disturbances as compared to outdoor landing. Wenzel et al. [46] use a Wii remote infrared camera for their visual tracking approach with the control algorithm running on an onboard microcontroller. They track a pattern of infrared spots by looking downwards with a fixed camera. The integrated circuit provides the pixel position of each spot at a high frequency. The estimated pose is used in various integrated PID control loops to control the vehicle motion. Sani et al. [47] uses ArUco markers as shown in Figure 1.2, along with inertial sensors to land on a stationary target. The markers enables the vehicle to localize accurately. Green et al. [48] use optical flow in an indoor environment to land vertically on a landing pad.
1.4.2 Outdoor landing

Outdoor Landing is a more challenging problem due to the presence of external disturbances such as wind, visibility, etc. The key component of any vision-based landing is to detect the heli-pad (also called as “target”) using object detection or pattern recognition techniques. We will now describe some of the popular approaches to detect the target.

1.4.2.1 Image segmentation

It involves partitioning an image into sets of pixels and assign a label to every pixel in the image such that pixels with the same label share some visual characteristics. This can then be used to identify lines, object boundaries and curves in the image. Thresholding is one of the easiest methods of image segmentation that converts a gray scale image to a binary image.

1.4.2.2 Image moments

In image processing, image moment is the weighted average of the image pixels’ intensities, or a function of such moments. These usually have some special characteristics and interpretation. They are generally used to describe objects after segmentation.

1.4.2.3 Monocular vision

It is a technique in which each eye is used separately unlike binocular vision thus increasing the field of view but limiting the depth perception. In this technique a single camera is used and hence suitable for aerial vehicles due to limited payload capability. Merz et al. [49] developed a navigation filter based on a Kalman Filter that was used to fuse highly accurate vision system estimates with inertial data provided by the onboard accelerometers and high rate gyros. This filtered out a large part of noise and outliers and also these filters made a smooth landing possible even when the vision system was blind. Daquan and Hongyue[50] proposed a vision-based navigation algorithm using Extended Kalman Filter (EKF) to estimate aircraft’s POSE where the inputs to this were parameters like image gradients of centerline and threshold bar of runway lighting, longitudinal and lateral mean of the image coordinates of observed airport lights. Miller et al. [51] proposed a method to land using image registration. They used information about the terrain surrounding the runway from different scales and distances instead of the visual features of the runway itself. Geometric features are obtained which are
approximately linear indicators of the quantities to be measured. The course deviation of the UAV can be estimated from the camera model and registered image is used as an input to a linear feedback control loop.

1.4.2.4 Stereo vision

It is the process of extracting 3D information from images by using two cameras located along the same baseline. The information about a scene from two vantage points is compared, after which 3D information can be extracted by examining the relative positions of the objects. Pan et al. [52] used a combination of monocular and stereo vision to estimate approach angle and relative height of UAV with the use of Hough transform, RANSAC (Random Sample Consensus) [53] algorithm and vanishing line geometry. Sereewattana and Ruchanurucks [54] proposed depth estimation of markers for landing control using stereo vision. A single camera is used to capture two consecutive ground images for simulating a pair of stereo images. The markers consisted of four different colored circles. Their positions were extracted using Hough transform. The height between the UAV and the markers in world coordinates was then determined. Saripalli et al. [55] integrated vision with low level postural control to achieve precise autonomous landing of a helicopter. The vision algorithm consists of preprocessing, geometric invariant extraction, object recognition and estimation. The landing target is detected and extracted using thresholding and filtering technique. Invariant descriptors are calculated based on moments of inertia of the object. Height of the helicopter can be calculated using differential GPS and the pose of the heli-pad in helicopter body frame is calculated using $x$ and $y$ coordinates of the camera in image plane. The state estimates were sent to a behavior based hierarchical controller where the control problem was partitioned into a set of loosely coupled behaviors with each behavior being responsible for a task. This work was further extended in [56] where, the problem of tracking and landing on a moving target using an autonomous helicopter was addressed. The target was detected in a similar way as [55] and tracked using a Kalman filter by modeling the equations of the target as a linear system with the assumption that target moves only in one dimension. A variant of thresholding technique called adaptive thresholding was used by Lange et al. [57] to detect a landing pad and land a multirotor UAV using vision in GPS denied environments.

1.4.2.5 Egomotion

Egomotion is another technique that has been used for landing. Egomotion estimation involves estimating a camera’s motion relative to a rigid fixed scene. Shakernia et al. [58] modeled the vision problem as a special case of egomotion estimation problem, where, the UAV position and velocity relative to the landing pad are estimated. Estimated motion and structure from vision are used in the control loop. In this case, the UAV was
commanded to track a fixed point at the desired configuration above the landing pad. Brockers et al. [11] also used egomotion to determine stabilization of the UAV and then for vertical landing.

1.4.2.6 IR imaging

Xu et al. [59] used infrared images to detect the heli-pad. The temperature difference between the target and background plays a key role in finding the object. To detect, a high emissivity black powder is spread on the object.

1.4.2.7 Optical flow

Optical flow is another mechanism that can provide information about the target. Barber et al. [60] addressed the autonomous landing problem for MAV (miniature/micro air vehicles). The height-above-ground (HAG) is determined using optic flow by relating the flow of features across an imaging array. The number of pixels that a given object moves in the imaging plane can be combined with MAVs, IMU and GPS data to determine HAG. The optic flow method was also used by Herisse et al. [61] to perform the landing of a VTOL on a moving platform.

1.5 Other sensing techniques for autonomous landing

Imagery can be used for target recognition and navigation from reference points when operating in unknown environments, as well as enhanced situational awareness. Also, many applications demand autonomous flight capability beyond the visual range; for example: information collection during natural disasters. Autonomous flight, landing, obstacle avoidance and self-charging ability might also be needed depending on the situation. Iwakura et al. [62] proposed the design of a movable range finding sensor system for precise landing of a quadrotor. The system consisted of one ultrasonic sensor and four IR sensors and the servo motors. The IR sensor was able to move within a 120 degree range using a servo motor for each sensor and it had a measuring range from 1m to 5.5m. These IR sensors were installed at each end of the vehicle legs. The ultrasonic sensor was attached on the bottom of the MAV, pointing downwards. The basic idea of position calculation in the absence of GPS using this design was to detect the edge of object. Each IR sensor, which was rotated by a servo motor, was used for edge detection.

Arora et al. [63] proposed a lidar based tracking system for landing on a moving ship deck in adverse lighting conditions where a camera might not be preferable. The authors argue that infrastructure free ship deck landing
in varying light conditions make lidar an obvious choice as a perception modality. This work proposed a particle filter based solution model. There has been work on radar based methods also for autonomous landing especially landing on the moving deck of a ship. These require heavy infrastructure on the ship and/or a data-link between the UAV and the ship deck.

1.6 Guidance-based landing

Guidance is a strategy that determines on how to follow the nominal path in the presence of off-nominal conditions, wind disturbances, and navigational uncertainties. Some of the guidance laws from missile literature have been borrowed for UAVs. Proportional guidance and pursuit guidance are two of the widely used laws for UAV guidance. Proportional guidance aims at maintaining a constant angle between the LOS and the target, whereas, pursuit guidance aims at generating commands to make the velocity vector of the UAV point towards the target.

The pursuit guidance can be further classified into pure pursuit and pseudo pursuit guidance laws. Pure pursuit guidance law leads the UAV towards a true target, while the pseudo pursuit guidance law generates a guidance command to track a virtual target. As the virtual target converges towards the true target, the UAV following the virtual target eventually converges to the actual target location [64]. Bang et al. [65] designed a guidance law for automatic landing of UAV using vision sensors for both fixed wing and rotary wing UAV. The method iteratively estimated a time-to-go until target intercept and modified the acceleration command based upon the revised time-to-go estimate. The time-to-go estimate depends on the position, velocity, and the acceleration of the vehicle and the target.

1.7 Recovery landing techniques for small UAVs

Traditional landing of a fixed wing aircraft undergoes phases like glide slope and flare which require a large area. To accurately determine landing coordinates high precision differential GPS and radar altimeter may be required which are costly compared to the cost of small UAVs. In addition, the small UAVs have limited payload capacity. Net recovery landing methods have been (in particular vision-based net recovery methods) proposed to land UAVs in restricted areas. Kim et al. [66] proposed a fully autonomous vision-based net recovery system for a fixed wing UAV. It consisted of a ground vision system whose aim was to detect a recovery net during landing and provide longitudinal and lateral bearing angle to the vehicle. These angles were calculated according to a guidance law based on the net position. Pursuit guidance law was used for longitudinal guidance.
and a nonlinear pursuit guidance law for lateral guidance in order to land the UAV.

Another approach for net recovery is to divide the landing phase into spiral descent and final approach \[67\]. The aircraft aligns along the flight path angle towards the approach direction by the end of the spiral descent phase. The aircraft is guided from approaching waypoint to the recovery net using a pseudo pursuit guidance law. Approaching waypoints were generated using a cubic polynomial in the guidance law. Another landing technique in this category is "arrested landing" which involves catching a wire on board the ship with a deployed tail hook, bringing the aircraft to a quick stop \[68\]. Huh et al. \[69\] proposed a vision-based automatic landing system using a dome-shaped airbag for small UAVs. Color and shape based detection vision algorithms are applied for robust detection under varying lighting conditions due to dome’s isotropic shape and distinctive color.

Airbag based recovery landing fares well than net based landing especially in the presence of cross winds. The isotropic shape of the dome allows the airplane to approach from any direction to avoid crosswind unlike net based landings \[69\].

1.8 Collision avoidance during autonomous landing

Some of the landing sites may have obstacles during the approach which the UAV needs to avoid. Therefore, given a selected landing site and coordinates of the goal, planning an optimal collision free trajectory to land at the site is equally essential. Gageik et al. \[70\] proposed a simple approach for obstacle detection and collision avoidance of a quadrotor using ultrasonic sensor and data fusion. The proposed solution consisted of two independent modules for obstacle detection and collision avoidance. Obstacle detection module used redundant ultrasonic sensors to increase detection resolution and reliability. Collision avoidance approach consisted of dividing the area around quadcopter into three zones: Far zone, close zone and dangerous zone. The collision avoidance module was implemented as a state machine having four states which were activated depending upon whether any obstacle was detected or not and to which of the above three mentioned zones it belonged to. In each of the state machine pitch roll angle and speed were controlled using a PID loop depending upon the distance and direction of the obstacle. Scherer et al. \[71\] presented first results on autonomous landing and obstacle avoidance for a full-scale helicopter. The main component system design consisted of a 3D LADAR scanning system operating in two modes: Forward direction for obstacle detection and downward direction for safe landing zone search from a high altitude. Obstacle avoidance approach used evidence grid representation \[72\] to register obstacles separately. The evidence grid representation turns wide angle range measurements from mobile robot-mounted sonar sensors into detailed spatial maps. It accumulates diffuse
evidence about the occupancy of a grid of small volumes of nearby space from individual sensor readings into increasingly confident and detailed maps of a robot’s surroundings. The planned trajectory was compared to a C-Space expansion of the evidence grid and a new path was planned if the trajectory intersected with an obstacle. LIDT and D* lite algorithms [73] were used to create a path around obstacles, and then the resulting waypoint paths were forward-simulated to ensure that they did not intersect the obstacle. Other approaches for obstacle detection and avoidance use 3D camera systems like the Kinect camera from Microsoft or laser scanners [74]. The disadvantage of these is that any optical sensor is sensitive to light and such environment. Therefore smoke, steam and every gas which absorbs light will cause optical sensor systems to fail.

1.9 Comparison of landing strategies

In the above sections, several types of landing controllers using various sensors have been designed. We have captured the main characteristics of different landing techniques developed in the literature in Table 1.9. The table summarizes the characteristics in terms of the type of UAV, the employed landing technique and their features. Using the information provided in this table, one can select a landing technique for a given type of unmanned aircraft and environment in which they would like to use it.

Vision-based techniques are popular due to low payload weight and computationally cheaper algorithms to detect the landing pad. Due to their wide usage, we have provided a detailed comparison of different vision-based techniques in Table 1.2. The table provides information on the type of UAV, sensors used for landing, the technique developed along with assumptions and whether the evaluation was performed in simulation or with real-world experiments.

1.10 Contribution of this thesis

From the above literature review, it is evident that vertical landing is the preferred mode of landing maneuver in quadrotors. However, this approach is inefficient in terms of the time taken to land. Also, there is no study on how a user can modify the velocity of the quadrotor to obtain timely landing. These studies have been limited to designing vertical landing controllers in the presence of disturbances. Further, the number of landing experiments conducted to study robustness of the proposed system with respect to occlusion and wind disturbances are limited in the literature. This thesis focuses on addressing these issues for vision assisted quadrotor landing. The main contributions of this thesis are
<table>
<thead>
<tr>
<th>Ref.</th>
<th>Controller Details</th>
<th>UAV type</th>
<th>Additional Characteristics</th>
<th>System Details</th>
</tr>
</thead>
</table>
| [19] | PID[19], PD with fuzzy logic[35] | VTOL | None | • 6DOF simulations  
• Pitch, roll and altitude control |
| [23] | Nonlinear Feedback Linearization | Fixed Wing(F-16 Model)[23][25], VTOL | Actuator dynamics and aerodynamic drags | • 3DOF aircraft Model  
• Ground effect is studied |
| [27] | Sliding Mode Control | Fixed Wing(HARV Model) | None | • 6DOF Nonlinear Model  
• Simulations only  
• Lyapunov stability criteria  
• Comparison with PID controller |
| [26] | Backstepping and Neural Networks | Fixed Wing (F-16 model)[26], Rotary UAV | aerodynamic model uncertainties | • 6DOF Model  
• Backstepping control  
• Adaptive Neural Networks for aerodynamic modeling error under uncertainties  
• Flapping correction and servo dynamics |
| [40] | Hybrid Control | Simulated for a general UAV | Runway traffic | • Landing as a sequence of tasks  
• Switching strategy between controllers  
• Design Correctness analyzed by a reachability computation |

Table 1.1: Comparison of control based landing techniques using GPS

- Development of a novel log polynomial velocity controller that ensures zero closing velocity at touch down. The velocity controller is integrated with a pursuit guidance law and onboard vision-based landing pad detection system. We have evaluated the proposed methodology using simulations and hardware
experiments on a 3DR IRIS quadrotor for landing on a stationary and moving target.

• We have theoretically analyzed a simplified version of the log polynomial velocity controller to obtain closed form solution for landing time. Also, we analyzed the effect of varying the velocity controller parameters – $a$ and $b$, to obtain different velocity profiles for landing. This study can be used in selecting the desired velocity profile for landing.

• We developed a new compensated trajectory shaping guidance law to enable the quadrotor to land on the maneuvering target and on inclined surfaces. The guidance law is integrated with the log polynomial function based velocity controller and its performance is evaluated using simulations and experiments. Further, we performed several experiments to study the robustness of the landing system in the presence of different target maneuvers, wind conditions and landing surface inclination.
<table>
<thead>
<tr>
<th>Ref</th>
<th>Type</th>
<th>Equipment</th>
<th>Techniques</th>
<th>Assumptions</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>[60], [61]</td>
<td>MAV in [60], VTOL in [61]</td>
<td>1. Optic flow sensor 2. IMU, GPS 3. Barometric pressure sensor</td>
<td>Optic flow sensor and barometric altimeter based HAG estimation</td>
<td>None mentioned</td>
<td>Tested in different wind conditions</td>
</tr>
<tr>
<td>[46]</td>
<td>VTOL</td>
<td>1. Wii Remote IR camera 2. IMU, GPS and compass module, pressure sensor</td>
<td>Pattern analysis to retrieve pose from the camera and IMU</td>
<td>Indoor landing with accurate roll and pitch estimation</td>
<td>Tested with hardware.</td>
</tr>
<tr>
<td>[52], [54], [50]</td>
<td>Not specified</td>
<td>Two camera sensors</td>
<td>1. Monocular, stereo, and machine vision 2. EKF, Hough transform, RANSAC algorithm</td>
<td>Markers used on heli-pad in [54]</td>
<td>Simulated results</td>
</tr>
</tbody>
</table>

Table 1.2: Comparison of vision-based landing techniques
Chapter 2

Quadrotor landing using vision and pursuit guidance

Vision assisted quadrotor landing at a desired location involves two steps: (a) detection of the target and (b) generating control commands to the vehicle such that it lands accurately on the target. In the vehicle, fused INS and GPS information is used for localization, however, the altitude measurement from GPS is inaccurate and hence additional sensors like radar altimeter, ultrasound or barometric pressure sensor are used for altitude measurement [75][76][77]. The GPS-based measurement has errors between 3-5 meters [78] and the vehicle may not land at the desired location with only GPS-based navigation. In this chapter, we use camera vision to provide information about the target location in the form of a landing pad with distinct color as shown in Figure 2.1. By estimating the location of the target, a guidance command is generated to the vehicle for landing as shown in Figure 2.2.

Landing controllers can be implemented in two ways. In the first approach, a controller is desired that directly determines the control signals for the vehicle motors. In the second approach, a successive loop closure method is employed, where the low level controller uses PID controller and the guidance command is generated at a higher level. The first approach is employed for high maneuvering trajectories. In this chapter, we use the second approach, as it is flexible and offers finer control on each module of the system without interfering with the working of inner PID control loops of the UAV. Since we are using guidance loop, we need to ensure that at touch down the closing velocity of the target to the vehicle is zero. Otherwise, the vehicle may have some physical damage due to impact.

Most of the landing techniques using vision that are proposed in the literature have been limited to vertical
Figure 2.1: The target for landing is a red colored circle which is drawn on a wooden sheet.

Figure 2.2: Block diagram of a guidance based landing system.

Figure 2.3: Trajectory of typical landing of a quadrotor and the proposed landing using pure pursuit guidance law.
landing approach only. In such approaches, quadrotor tracks the target while moving along a linear path until it is above the target and then descends vertically to land as shown in Figure 2.3. Although, the approach is simple, the resultant trajectory is inefficient in terms of increased flight time during the landing process.

In this chapter, we propose a pure pursuit based guidance law to land on a stationary as well as a moving target. Using the guidance commands, the quadcopter approaches the target while simultaneously descending in altitude, thus following a more efficient trajectory as compared to track and descend approach. In order to ensure zero closing velocity for landing, we develop a novel log polynomial function based velocity controller. We evaluate the efficacy of the guidance law extensively in simulation and validate the performance through outdoor field experiments on a 3DR IRIS quadrotor platform carrying a camera and an on-board computing unit. Since we are using several techniques for the landing, we will provide brief description of these approaches before using them. We will first describe basics of guidance laws, then we describe the target detection algorithm using the camera vision, followed by the novel log polynomial velocity controller and evaluation of the landing system in simulation and outdoor experiments.

2.1 Basics of Pure Pursuit (PP) guidance

In this section, we provide basics of 2D and 3D pure pursuit guidance laws for completeness and then use these guidance laws for landing in the subsequent sections.

2.1.1 2D Pure Pursuit (PP) Guidance

Consider a planar UAV-target engagement geometry as shown in Figure 2.4. The speed of the UAV and the target are $V_u$ and $V_t$ respectively. The notation $\chi_u$, $\chi_t$, $\psi$, and $R_{xy}$ represent the UAV course angle, target course angle, line-of-sight (LOS) angle, and range separation respectively. The target is assumed to be non maneuvering, that is $\chi_t$ is constant. Using the engagement geometry in Figure 2.4, $\dot{R}_{xy}$ and $\dot{\psi}$ are calculated as,

$$\dot{R}_{xy} = V_t \cos(\chi_t - \psi) - V_u \cos(\chi_u - \psi),$$  \hspace{1cm} (2.1)

$$\dot{\psi} = (V_t \sin(\chi_t - \psi) - V_u \sin(\chi_u - \psi))/R_{xy}. \hspace{1cm} (2.2)$$

The guidance command, denoted as $a_{xy}$ is the lateral acceleration applied normal to the velocity vector. The
The guidance command is expressed as,

\[
\dot{\chi}_u = a_{xy}/V_u. 
\] (2.3)

Pure pursuit (PP) works on the principle, that if the tracking vehicle persistently points towards the target then it will ultimately intercept it [79]. In other words, PP aligns \( \chi_u \) towards \( \psi \). A practical implementation of the pure pursuit uses a feedback law as,

\[
a_{xy} = -K_a(\chi_u - \psi), \quad K_a > 0, 
\] (2.4)

where \( K_a \) is the gain. However, for PP to be effective, it is important to maintain \( \dot{\chi}_u = \dot{\psi} \), so that the vehicle can point towards the target at all times. Combining equation (2.3) and (2.4), the guidance command for simple pure pursuit is given as,

\[
a_{xy} = V_u\dot{\psi} - K_a(\chi_u - \psi). 
\] (2.5)

### 2.1.2 3D Pure Pursuit guidance

An actual landing process occurs in three dimensional space. We extend the 2D pursuit guidance principle to 3D scenario. We consider the target moving on the ground represented by XY horizontal plane. The UAV starts from some position \((x_0, y_0, z_0)\) assuming that the target is visible from this initial location.

The parameters to be considered are the course and flight path angles of the UAV. Expressions for the
distance between UAV and target and these angles are given as,

\[ R = \sqrt{(x_t - x_u)^2 + (y_t - y_u)^2 + (z_t - z_u)^2}, \]  
\[ R_{xy} = \sqrt{(x_t - x_u)^2 + (y_t - y_u)^2}, \]  
\[ R_z = z_t - z_u, \]  
\[ \psi = \tan^{-1}(y_t - y_u/x_t - x_u), \]  
\[ \theta = \tan^{-1}(z_t - z_u/R_{xy}). \]

Figure 2.5 shows the engagement geometry for a UAV landing on the target in a 3D scenario. Expressions of \(\dot{R}_{xy}, \dot{R}_z, \dot{\psi}\) and \(\dot{\theta}\) are derived similar to the 2D case.

\[ \dot{R}_{xy} = V_t \cos(\chi_t - \psi) - V_u \cos(\theta) \cos(\chi_u - \psi), \]  
\[ \dot{R}_z = V_u \sin(\theta), \]  
\[ \dot{\psi} = (V_t \sin(\chi_t - \psi) - V_u \cos(\gamma) \sin(\chi_u - \psi))/R_{xy}, \]  
\[ \dot{\theta} = -(V_u \sin(\gamma) \cos(\theta) + \dot{R}_{xy} \sin(\theta))/R. \]

Guidance command in 3D is given by,

\[ a_{xy} = V_u \cos(\chi_u) \dot{\psi} - K_a (\chi_u - \psi), \]  
\[ a_z = V_u \dot{\theta} - K_a (\gamma - \theta), \]  
\[ \dot{\chi}_u = a_{xy}/V_u \cos(\gamma), \]  
\[ \dot{\gamma} = a_z/V_u. \]

We assume the target is non-maneuvering with constant velocity and heading. The kinematic model for the target and UAV are given as

\[ x_{t+\Delta t} = x_t + V_t \cos(\chi_t) \Delta t, \]  
\[ y_{t+\Delta t} = y_t + V_t \sin(\chi_t) \Delta t, \]  
\[ x_{u+\Delta t} = x_u + V_u \cos(\gamma) \cos(\chi_u) \Delta t, \]  
\[ y_{u+\Delta t} = y_u + V_u \cos(\gamma) \sin(\chi_u) \Delta t, \]  
\[ z_{u+\Delta t} = z_u + V_u \sin(\gamma) \Delta t. \]
2.2 Landing pad detection using vision

Our focus is to design an autonomous landing controller; hence we select a target in the form of a red colored circle with known diameter. The selected landing pad pattern can be detected using blob detecting algorithm which is computationally cheap.

The obtained RGB image was converted to HSV colour space due to its robustness to change in lighting conditions. Figure 2.6(a) shows the obtained image. Hue defines the dominant color of an area, saturation measures the colorfulness of an area in proportion to its brightness. The value is related to the color luminance. These parameters are calculated as follows,

\[ H = \arccos\left(\frac{1}{2}\left((R - G) + (R - B)\right)\right) \div \sqrt{(R - G)^2 + (R - B)(G - B)}, \]  
(2.24)

\[ S = 1 - 3 \min(R, G, B) \div (R + G + B), \]  
(2.25)

\[ V = \frac{R + G + B}{3}. \]  
(2.26)

Figure 2.5: 3D engagement geometry for a UAV landing on a moving target
Figure 2.6: a) HSV color space mask b) YCrCb color space mask c) Combined mask after thresholding

Next, the original RGB image was converted to YCrCb color space. Figure 2.6(b) shows the obtained image. In this space, color is represented by *luma*, constructed as a weighted sum of RGB values, and two color difference values Cr and Cb that are formed by subtracting *luma* from RGB red and blue components. The conversion equations are given as,

\[
Y = K_r R + K_g G + K_b B, \tag{2.27}
\]
\[
Cr = R - Y, \tag{2.28}
\]
\[
Cb = B - Y, \tag{2.29}
\]

where \(K_r, K_g,\) and \(K_b\) are the tuning parameters associated with the RGB colors. The union of the two color space masks was taken and morphological operations were applied to remove the noise, while preserving the mask boundaries. Erosion was performed using a 8 x 8 rectangular kernel, followed by dilation using a 3 x 3 rectangular kernel. Figure 2.6(c) shows the obtained mask with multiple contours. The target is detected by extracting the largest contour in the scene.

### 2.2.1 Target state estimation using Kalman Filter

During the landing process, the target may be partially or fully occluded or may move out of the field of view. Hence, we use Kalman Filter (KF) to estimate the target parameters, which is robust to environmental changes.

The detection algorithm determines the \(x\) and \(y\) centroid pixel coordinates of the target, which is given as the input to the KF. The target is modeled in discrete time as,

\[
X_t(n) = F_t X_t(n-1) + w(n), \tag{2.30}
\]

where, \(w(n)\) is the random process noise and the subscript \(n\) denotes the current time and \(n-1\) denotes the
previous time instant. \( X_t \) is the state vector comprising of target characteristics: centroid pixel coordinates \((x_t, y_t)\), rate of change of pixel coordinate positions \((\dot{x}_t, \dot{y}_t)\), dimensions of the detected target contour \((\text{width} (w_c), \text{height} (h_c))\). \( F_t \) is the state-transition model that is applied to the previous state \( X_t(n-1) \). We measure the position of the target using target detection (using vision). Measurement at time \( n \) is given by,

\[
Z_t(n) = H_t X_t(n) + v(n),
\]

where, \( H_t \) is the measurement model and \( v(n) \) is the random measurement noise in landing pad parameter measurements. Both process and measurement noise are modeled as white, zero mean Gaussian noise with covariance matrices \( Q \) and \( R \) respectively. The formulation of the Kalman Filter is given as follows,

\[
\begin{bmatrix}
  x_t(n) \\
  y_t(n) \\
  \dot{x}_t(n) \\
  \dot{y}_t(n) \\
  w_{c_n} \\
  h_{c_n}
\end{bmatrix}
= \begin{bmatrix}
  1 & 0 & dt & 0 & 0 & 0 \\
  0 & 1 & 0 & dt & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  x_t(n-1) \\
  y_t(n-1) \\
  \dot{x}_t(n-1) \\
  \dot{y}_t(n-1) \\
  w_{c_{n-1}} \\
  h_{c_{n-1}}
\end{bmatrix},
\]

(2.32)

The prediction step of the Kalman Filter is given by,

\[
\hat{X}_t(n) = F_t \hat{X}_t(n-1),
\]

\[
P_t(n) = F_t P_t(n-1) F_t^T + Q,
\]

(2.33) \hspace{1cm} (2.34)

where \( \hat{X}_t(n) \) is the predicted state estimate. The update step of the Kalman Filter is given by,

\[
K_t(n) = P_t^{-1}(n) H_t^T (H_t P_t^{-1}(n) H_t^T + R)^{-1},
\]

\[
P_t(n) = (I - K_t(n) H_t) P_t^{-1}(n),
\]

\[
\hat{X}_t(n) = \hat{X}_t^{-}(n) + K_t(n) (Z_t(n) - H_t \hat{X}_t^{-}(n)).
\]

(2.35) \hspace{1cm} (2.36) \hspace{1cm} (2.37)

In the above equations, superscript ‘\(^T\)’ denotes the matrix transpose. \( K_t \) is the Kalman gain, \( P_t \) is the predicted error covariance and \( Q \) and \( R \) are the covariance matrices for process and measurement noise respectively. The estimated parameters of the target are given as input to the guidance loop.
2.3 Pure pursuit based autonomous landing

The guidance objective is to land the vehicle smoothly on the target, while persistently tracking it. Pure pursuit (PP) aims at keeping the velocity vector of UAV directed towards the target which is also one of the goals for landing and moreover it is simple to implement.

The simple pure pursuit guidance law given in equation (2.5) does not constrain the UAV-target closing velocity. It is the velocity with which the tracking vehicle closes on to the target and is given as negative of range rate, that is, \(-\dot{R}\). As the UAV approaches the target, closing velocity between UAV and the target should asymptotically decrease for a safe and precise landing. To achieve this, it must satisfy the following condition

\[
\lim_{R \to 0} -\dot{R} \to 0.
\]  (2.38)

The relative velocity between the UAV and the target must be zero at the time of landing. Additionally, velocity of UAV must be relatively high for significant part of the flight to approach the target in a time efficient manner. To achieve both these properties, we propose a novel log of polynomial \([80]\) function to control the vehicle velocity. The log of polynomial function is given as,

\[
f(x) = N^{\log_n(1+ax+bx^2+cx^3)},
\]  (2.39)

\[
x = R_{xy}/R^0_{xy},
\]  (2.40)

subject to,

\[
1 + a + b + c = n.
\]  (2.41)

**Theorem 1.** Let \(f(x)\) be a log of polynomial function of the ratio of current to initial line of sight distance \((R_{xy}/R^0_{xy})\). Then, the closing velocity \((-\dot{R}_{xy})\) exponentially decreases to zero as the distance goes to zero if \(V_u = f(x)V_i\).

**Proof.** In PP, the aim is to continuously point towards the target and the guidance command is aimed at maintaining \(\chi_u = \psi\).

Therefore equation (2.1) reduces to

\[
\dot{R}_{xy} = V_i \cos(\chi_t - \psi) - V_u.
\]  (2.42)
As the UAV approaches the target, \( R_{xy} \to 0 \) and \( \chi \to \psi \), reducing equation (2.42) to

\[
\lim_{R_{xy} \to 0} \dot{R}_{xy} = V_t - V_u. \tag{2.43}
\]

The variation in velocity is given as,

\[
V_u = V_t f(x), \tag{2.44}
\]

where,

\[
N = \frac{V_0^u}{V_0^t}, \tag{2.45}
\]

\[
x = \frac{R_{xy}}{R_{xy}^0}. \tag{2.46}
\]

Initially, \( R_{xy} = R_{xy}^0 \), hence \( x = 1 \). Therefore, from equations (2.40) and (2.44):

\[
\log_n (1 + ax + bx^2 + cx^3) = 1, \tag{2.47}
\]

\[
V_u = NV_t \text{ if } R_{xy} = R_{xy}^0. \tag{2.48}
\]

As UAV approaches the target and \( R_{xy} \to 0 \), \( x \to 0 \) and \( \log_n (1 + ax + bx^2 + cx^3) \to 0 \). As a result,

\[
\lim_{R_{xy} \to 0} V_u \to V_t, \tag{2.49}
\]

\[
\lim_{R_{xy} \to 0} \dot{R}_{xy} \to 0. \tag{2.50}
\]

The velocity of the UAV is a log polynomial function of the distance between the vehicle and the target. This variation of the UAV velocity based on distance provides us a knob which can be modified during different phases of the flight. Besides achieving the desired closing velocity conditions, log of polynomial function has other desirable properties of the UAV flight as,

1. It has a slower decay for most of the flight which makes sure that velocity of the UAV is significantly higher than the target.

2. Faster decay towards the end which quickly drives the closing velocity to minimum as UAV approaches the target.
In 3D, $\dot{R}_{xy}$, $\psi$ reflect the velocity with which the UAV approaches the target and its alignment with the target. $-\dot{R}_z$ reflects the velocity with which the UAV descends. Theorem 1 can be extended to a 3D scenario to drive both $\dot{R}_{xy}$ and $\dot{R}_z$ to minimum.

**Lemma 2.** Let $f(x)$ be a log of polynomial function of the ratio of current to initial line of sight distance ($R^0/R$). Then, the closing velocity in xy plane and z direction ($-\dot{R}_{xy}$ and $-\dot{R}_z$) exponentially decreases to zero as the distance goes to zero if $V_u = f(x)V_t$.

**Proof.** At the time of landing, as $R \to 0$, $\theta$ becomes very small. Taking a small angle approximation, equation (2.10) reduces to,

$$\dot{R}_{xy} = V_t \cos(\chi_t - \psi) - V_u \cos(\chi_u - \psi).$$

(2.51)

Also, as UAV approaches the target $\chi_t \to \psi$ and $\sin(\theta) \to 0$. Therefore, as $R \to 0$,

$$\dot{R}_z \to 0.$$ 

(2.52)

$$\dot{R}_{xy} \to V_t - V_u.$$ 

(2.53)

As $R_{xy} \to 0$, $\dot{R}_{xy}$ given by equation (2.53) approaches to 0 as explained in theorem 1. □

### 2.4 Simulation results

Consider a scenario as shown in Figure 2.7, where the UAV lands on a target using two approaches – our proposed method and the track-and-land method. For the simulation, the initial UAV velocity is 2 m/s, the target velocity is 1 m/s, $R^0_{xy}$ is 40 meters and the simulation is terminated when $R_{xy} \leq 0.1$ meters. From the simulations, the vehicle takes 45 seconds to land on the target using our proposed method, while the track-and-land approach takes 72 seconds. This shows the superior performance of the proposed guidance-based landing in terms of time to land for a simple scenario. It is evident that using the proposed method UAV lands quickly on the target.

In the subsequent subsections, we present the results of guidance based landing method for a 3D scenario in MATLAB, followed by the results obtained in ROS using a realistic quadrotor simulator which takes quadrotor dynamics into account. Then, the experimental results are presented.
2.4.1 Landing using 3D guidance in simulation

We evaluate the developed guidance law for a moving target in straight line and in the presence of wind disturbances.

2.4.1.1 Straight line target motion

We consider a scenario, where the UAV is at an initial $R_{xy}$ distance of 40 meters to target and at an altitude of 60 meters above the ground. The target heading is $\psi = 0$ deg, the initial UAV heading is $\chi_u = \psi$ and initial flight path angle $\gamma = \theta$. The simulations are terminated when $R \leq 0.1$ meters and $|\dot{R}_{xy}| \leq 0.02$ m/s. The initial UAV velocity is 2 m/s and the target velocity is 1 m/s.

The landing of the quadrotor on to the target is shown in Figure 2.8(a). The vehicle monotonically approaches the target and lands with zero closing velocity as shown in Figure 2.9(a) and 2.9(d). In these figures, we can see that $\dot{R}_{xy}$ and $\dot{R}_z$ approach 0 as $R \to 0$ thereby achieving the desired terminal conditions. Figures 2.10(a) and 2.10(d) show the acceleration profiles of the vehicle. From the figure, we can see that the acceleration reaches zero as the vehicle is approaching to land on the target.

In order to assess the performance of the guidance-based landing for varying initial target heading angles, we conducted two simulations with initial target heading angles as 30 deg and 60 deg. Figures 2.8(b) and
2.8(c) show the trajectories of the vehicles for landing. The closing velocity for both the scenarios are very similar to that of the zero degree heading angle of the target as shown in Figures 2.9(b) and 2.9(e) for the scenario with 30 deg target heading angle, and Figures 2.9(c) and 2.9(f) for 60 deg target heading angle. Even the acceleration profiles are similar for the 30 deg and 60 deg target heading angle scenarios as shown in Figures 2.10(b), 2.10(e), 2.10(c) and 2.10(f).

### 2.4.1.2 Effect of wind

Quadrotor motion is affected by wind disturbances. In the presence of wind, velocity components of the quadrotor, $V_{ux}$ and $V_{uy}$ along $X$ and $Y$ direction are given by,

\begin{align}
V_{ux} &= V_u \cos(\gamma) \cos(\chi_u) + V_w \cos(\psi_w), \quad (2.54) \\
V_{uy} &= V_u \cos(\gamma) \sin(\chi_u) + V_w \sin(\psi_w). \quad (2.55)
\end{align}

We assume that the wind disturbance is along the horizontal plane only. We first consider two cases of wind disturbances with speeds of $V_w = 0.2V_u$ and $0.5V_u$ in the direction $\psi_w = 60 \text{ deg}$. The simulation parameters for the UAV and target were same as the no wind case for a target heading of $0 \text{ deg}$. Trajectories in the presence of wind disturbances are shown in Figure 2.11(a). Lateral acceleration and closing velocity profiles are shown in figures 2.11(b), 2.11(c), 2.12(a) and 2.12(b). We also performed simulations with varying direction of wind. The speed of wind was $V_w = 0.3V_u$ with directions varying w.r.t course angle i.e $\chi_u + \pi/4$ and $\chi_u - \pi/4$. Trajectories in the presence of wind disturbance of varying direction are plotted in Figure 2.13(a). Lateral acceleration and closing velocity profiles are shown in figures 2.13(b), 2.13(c) and 2.14. It can be seen that a successful landing with minimum closing velocity is achieved even in the presence of wind disturbances.

### 2.4.2 Landing with noise in target information

In the previous case, it was assumed that accurate information about the target is available to the UAV. In the field, the received target information is often noisy. Therefore, to analyze the robustness of the landing controller simulations are performed with a noisy target model. State vector $X_t(n)$

\[
\begin{bmatrix}
x_t(n) \\
y_t(n) \\
\dot{x}_t(n) \\
\dot{y}_t(n)
\end{bmatrix}
\]
Figure 2.8: MATLAB results showing the trajectory followed by the UAV to land, for target heading of (a) 0 deg (b) 30 deg (c) 60 deg
Figure 2.9: Closing velocity profile with time in MATLAB, for a target heading of (a) 0 deg in xy plane (b) 30 deg in xy plane (c) 60 deg in xy plane (d) 0 deg in z direction (e) 30 deg in z direction (f) 60 deg in z direction.
Figure 2.10: Lateral acceleration profile with time in MATLAB, for a target heading of (a) 0 deg in $xy$ plane (b) 30 deg in $xy$ plane (c) 60 deg in $xy$ plane (d) 0 deg in $z$ direction (e) 30 deg in $z$ direction (f) 60 deg in $z$ direction.
and the measurement vector \( Z_t(n) \)

\[
\begin{bmatrix}
  x_t(n) \\
  y_t(n)
\end{bmatrix}
\]

Noise was added to the target position in the form of measurement noise \((\mathcal{N}(0, 1.5^2))\) and to target velocity in the form of process noise \((\mathcal{N}(0, 0.4^2))\), both were considered to be non correlated and zero mean white gaussian noise. Figures 2.15 and 2.16 show the estimated target trajectory and the simulated trajectory followed by the UAV to land on the target. UAV was able to land on the target in the presence of noise while also meeting the desired terminal conditions.

### 2.4.3 ROS Simulation results

Simulations were also carried out in ROS [81] quadrotor simulator (hector-quadrotor) [82][83]. It is based on gazebo and contains packages related to modeling, simulation and control of quadrotors. Figure 2.17 shows the active ROS nodes and topics involved. The main node, landing guidance is subscribed to the ROS topic ground truth to tf/pose which gives the position and orientation of the quadrotor within the gazebo world simulator. landing guidance generates the necessary guidance commands and the resulting velocity commands are published in order to guide the UAV to land on the target. Simulations were started with an initial UAV and target velocity of 2 m/s and 1 m/s respectively. \( R_{xy}^0 \) was 50 meters and the UAV started at an altitude of 40 meters above the ground. The simulations were terminated when \( R \leq 0.1 \) meters with \( |\dot{R}_{xy}| \) of \( \leq 0.02 \) m/s. Trajectory followed by the UAV for a heading angle of 0 deg is shown in 2.18. Closing velocity and lateral acceleration profiles are shown in figures 2.19 and 2.20 respectively.

### 2.5 Hardware setup

We use an off the shelf quadcopter (3DR IRIS+) [84] for hardware validation of our landing algorithm. The landing algorithm runs on a linux based embedded computer – Odroid U3 [85]. This is mounted on the top of the quadrotor and connected to a downward facing 720P camera through a USB connection. The details of the hardware setup and the information flow is shown in Figure 2.21 and the quadrotor with the associated accessories is shown in Figure 2.22. We implement our approach using ROS [86] and use OpenCV [87] to implement the target detection. Guidance commands are sent to the quadrotor over a USB link using ROS package mavros which converts ROS messages to mavlink format and vice versa, to aid communication with the autopilot.
Figure 2.11: Effect of wind disturbances on the vehicle while landing on a target moving with heading of 0 deg. (a) Trajectory followed by the UAV (b) lateral acceleration profile with time in MATLAB, in $xy$ plane (c) vertical acceleration profile with time in MATLAB, in $z$ direction.
Figure 2.12: Comparison of effect of wind disturbances for a target heading of 0 deg on (a) closing velocity profile with time in MATLAB, in \( xy \) plane (b) closing velocity profile with time in MATLAB, in \( z \) direction.
Figure 2.13: Effect of varying wind direction on landing for a target heading of 0 deg. (a) Trajectory followed by the UAV (b) Lateral acceleration profile with time in MATLAB, in xy plane (c) Vertical acceleration profile with time in MATLAB, in z direction.
Figure 2.14: Comparison of effect of varying direction of wind disturbances for a target heading of 0 deg on (a)closing velocity profile with time in MATLAB, in $xy$ plane (b) closing velocity profile with time in MATLAB, in $z$ direction.

Figure 2.15: Kalman Filter tracking performance shown by the actual, measured and estimated target trajectories
Figure 2.16: Trajectory followed by the UAV when using estimated target information

Figure 2.17: ROS nodes and topics involved in ROS simulations

Figure 2.18: ROS results showing the trajectory followed by UAV to land on the target moving with 0 deg heading.
Figure 2.19: Closing velocity profiles for a target heading of 0 deg in ROS (a) in $xy$ plane with time (b) in $z$ direction with time.
Figure 2.20: Lateral acceleration profiles for a target heading of 0 deg in ROS (a) in $xy$ plane with time (b) in $z$ direction with time.

Figure 2.21: Hardware setup and information flow diagram consisting of 3DR IRIS+ (quadrotor), Odroid U3 and USB camera.
Figure 2.22: Quadcopter with the whole hardware interface about to land on the target

Figure 2.23: Comparison of the trajectories followed by the quadcopter to land on the target using vision and GPS measurements
2.6 Hardware results

In order to validate our algorithm, we performed experiments with the hardware setup described in Section 2.5. Two sets of experiments were performed. In the first case, GPS coordinates of the target were assumed to be known and guidance commands were generated based on GPS measurements. This was done in order to validate our guidance algorithm without vision in the control feedback loop. In the second experiment, target was detected using vision, and based on the extracted information guidance commands were issued to the quadcopter. To initiate the landing process, the quadcopter was commanded to takeoff to an altitude of 20 meters. The target was stationary and the image data was processed online.

Figure 2.22 shows a typical image obtained from the downward pointing camera on the quadcopter and the desired landing target as identified by the vision system (bounding box in the Figure). At each step of the landing process, the guidance system generates (a) velocity commands in $xy$ plane with respect to image frame (b) velocity commands in $z$ direction based on the altitude. These commands were converted to velocity north, east and down commands based on the heading of the quadcopter. Figure 2.23 shows the trajectories followed by quadrotor with GPS measurements and vision based input. The quadcopter was able to land on the target precisely using vision information, as opposed to when GPS measurements were used. The magnitude of the total error in $XY$ plane in case of GPS measurements was found out to be 3 meters. Figures 2.24 and 2.25 show the performance of vision based controller. The variation of velocity in both lateral and longitudinal directions is according to the pixel error in respective directions. Figure 2.26 shows the performance of the closing velocity controller with GPS input. It can be observed that the variation in closing velocity is same as that obtained through simulations and the closing velocity can be seen to be approaching zero towards the end. As observed from the hardware results with stationary target, the guidance based approach enables the quadrotor to land on the landing pad accurately. The integrated closing velocity controller provides velocity commands in reference to quadrotor position from target and also achieves zero closing velocity, necessary for event-less landing.

2.6.1 Landing in the presence of target occlusion

One of the major challenges of the landing process is losing the sight of the target. This can happen if the target gets partially or fully occluded due to obstacles and/or goes out of field of view. It results in erroneous estimate of the target, causing deviation from the desired trajectory. To overcome this situation, we use Kalman Filter (KF) to achieve a robust estimate of the landing pad parameters. The output of detection algorithm ($x_t$ and $y_t$ centroid pixel coordinates of the target), are given as input to the estimator. The extracted target parameters
Figure 2.24: (a) Error output by controller in lateral direction (b) Lateral velocity profile.
Figure 2.25: (a) Error output by controller in longitudinal direction (b) Longitudinal velocity profile
Figure 2.26: Closing velocity profile with time from GPS measurements (a) in $xy$ plane (b) in $z$ direction
Figure 2.27: (a) Detection and Estimation Flag (b) Measured and estimated target center in longitudinal direction (c) Velocity commands based on vision estimate.
using vision are used to generate appropriate guidance commands for the quadrotor.

We have performed an experiment, where we fully occlude the target during certain phases of the flight. Fig. 2.27 shows one such occluded target phase of 10 seconds. In Figure 2.27(a), a zero value of detection flag indicates that the target is occluded and/or out of field of view. When the target is occluded, no measurements are received and the predicted estimate by KF is used for 60 frames (6 seconds approx.) (empirically chosen) to generate the guidance commands. This is represented by the value of 1 for estimation flag even when the detection flag is 0. After 60 frames the quadrotor goes into hover mode (0 value of estimation flag), until the landing pad is detected again.

Figs. 2.27(b) and 2.27(c) show the estimated target centroid and the velocity commands generated during the experiment. It can be observed that appropriate velocity commands are generated, even when the target is occluded. A zero velocity command is generated when the estimation flag becomes 0 causing the quadrotor to change to hover mode. Figs. 2.27(b) and 2.27(c) also show the scenario where the landing target is out of field of view, which occurs typically towards the end of the landing phase. In this case also, appropriate velocity commands are generated, which enable the quadrotor to fly towards the target and land accurately.

### 2.6.2 Landing on moving target in a straight line

Next, we validate the log polynomial controller for a moving target scenario. In this experiment scenario, the quadcopter was commanded to takeoff to an altitude of 10 meters and the target was moved in an approximate straight line motion with an approximate velocity of $0.5 \text{m/s}$ (as given by the autopilot mounted on the target) in longitudinal direction and negligible movement in lateral direction. In case of a moving target tracking and landing, velocity of the UAV must be controlled according to the velocity of the target. Thus, it is important to compute the target velocity correctly. We use a KF for a robust estimate of the landing pad parameters $(x_{img}, y_{img})$, to deal with sudden changes in detection output, resulting from wind disturbances and target occlusion. The relative velocity on the image frame is calculated by the slope of the image positions. We can express the target velocity as given below:

\[
\begin{bmatrix}
    v_x(t) \\
    v_y(t)
\end{bmatrix} =
\begin{bmatrix}
    v_x(t_{n-1}) \\
    v_y(t_{n-1})
\end{bmatrix} +
\begin{bmatrix}
    K_x & 0 \\
    0 & K_y
\end{bmatrix}
\begin{bmatrix}
    \cos(\psi) & -\sin(\psi) \\
    \sin(\psi) & \cos(\psi)
\end{bmatrix}
\begin{bmatrix}
    x_{img} \\
    y_{img}
\end{bmatrix}.
\]

where $(K_x, K_y)$, represent the constants for transformation between the local NED coordinate and the image plane. The computed target velocity components are used to design the lateral and longitudinal velocity control subsytems independently using the log polynomial velocity profile. For altitude control, velocity profile is
given as,

\[ V_z = V_{z0} \log_n (1 + ax + bx^2) \]  

(2.57)

where \( x \) represents the ratio of current to initial altitude, and \( V_{z0} \) represents the initial velocity in \( z \) direction.

Further, a flag was set for the quadrotor to descend such that quadrotor was commanded a \( z \) velocity only if this flag was equal to 1 as given in Equations. (2.59) and (2.60)

\[ flag_{descend} = 1, \text{if } R_{ut} \leq \frac{fp}{1.5}, \]  

(2.58)

\[ V_z = V_{z0} \log_n (1 + ax + bx^2), \text{if } flag_{descend} = 1, \]  

(2.59)

\[ V_z = 0, \text{if } flag_{descend} = 0 \]  

(2.60)

The flag was set to 1, if the distance between UAV and the target (\( R_{ut} \)) was less than \( \frac{fp}{1.5} \), where \( fp \) is the camera footprint in meters at the respective altitude. In case of the distance being greater than \( \frac{fp}{1.5} \), descend flag was set to 0 and thus the commanded \( V_z \) was also equal to zero. Fig. 2.28 shows the trajectory followed by the quadrotor to land on the target. Figs. 2.29(a) and 2.29(b) show the longitudinal and lateral velocity profiles of the quadrotor. It can be seen that the longitudinal velocity profile approaches the target speed towards the end and the lateral velocity profile approaches 0 thus resulting in zero closing velocity for a successful landing.
Figure 2.29: Quadrotor velocity profile in case of moving target landing (a) Longitudinal velocity profile (b) Lateral velocity profile
2.7 Conclusion

In this chapter, a pure pursuit guidance based landing approach for quadrotors is proposed for an accurate autonomous landing. A novel log polynomial closing velocity controller is integrated with pure pursuit guidance to allow faster landing with minimum closing velocity. The efficacy of the proposed approach is validated exhaustively through simulations. We also performed validation of the proposed approach for a stationary as well as a moving landing pad.
Chapter 3

Analysis of log polynomial profile for vertical landing

3.1 Introduction

Autonomous landing is a critical part of the missions associated with these applications. Prospective landing guidance strategies desire a smooth velocity variation with zero closing velocity at touchdown. Further, a greater control over the landing time requires a flexibility in controlling the acceleration and the velocity profiles of the vehicle. Guidance methods used in Refs. [88, 89, 90, 91, 92] are preliminary in nature and meet only terminal constraints of landing without offering any explicit control over the velocity profile. On the other hand, bio-inspired approaches based on tau guidance have been used in quadrotor applications since they offer flexibility in the landing process. In these methods, guidance commands are generated based on time-to-go, typically denoted by \( \tau \). Guidance methods for achieving soft or hard landing based on the nature of \( \dot{\tau} \) (constant or varying) were developed in Refs. [93] [94]. Though \( \dot{\tau} \) based approach provides some flexibility to the nature of landing, absence of control over parameters like rate of decay of velocity, results in a strictly decreasing profile which poses a limitation in terms of time to land. This limitation was addressed in [95] by using intrinsic tau method which includes time to land as an additional controllable dimension. The intrinsic tau approach results in an initially accelerating velocity profile followed by deceleration till touchdown. However, this flexibility was based on the assumption that the vehicle must start in a hover state. Yang et al. [96] proposed an improved intrinsic tau guidance strategy for decentralized 4D trajectory generation. The improvement is based on adding an initial velocity term to the intrinsic tau guidance framework so as to aid the vehicle to start with an arbitrary initial velocity and reach the desired velocity in given time. However, the equation relating the
guidance gain with maximum velocity is an exponential function of the gain and hence imposing a maximum velocity constraint over the landing process would typically require an iterative numerical method to obtain the desired gain.

It is also noteworthy that, though time-based approaches bring in necessary flexibility in guidance design, any unexpected event or system delays would result in re-planning from a new commanded time horizon. The landing process is inherently a distance-based maneuver planning and with the advent of highly accurate and low weight on-board altimeters [97, 98, 99, 100] a distance-based velocity profile can provide a robust and practical alternate.

In this chapter, we consider a vertical landing scenario and theoretically analyze the log polynomial function of distance velocity controller. The decay characteristics of the log function, inherently guarantee zero closing velocity and acceleration at touchdown. Analytic conditions are deduced on the two design parameters for achieving, strictly decreasing, initially accelerating and hovering velocity profiles, respectively. Closed-form expressions as function of design parameters are derived for maximum velocity, and engagement time constraints, respectively. As a major design advantage of the proposed method, the choice of velocity profile (strictly decelerating, initially accelerating or hovering), maximum velocity constraint, and engagement time can be simultaneously analyzed and visualized in the 2-dimensional design parameter space.

The chapter is arranged as follows: The problem is briefly described in Section 3.2 followed by the proposed velocity profile in Section 3.3. Section 3.4 discusses analysis in detail, the resulting flight characteristics. Simulations are presented in Section 3.5. Section 3.6 contains concluding remarks.

### 3.2 Problem Description

Consider an aerial flight scenario as shown in Figure 3.1, where a quadrotor is trying to land vertically on a stationary landing point with an instantaneous distance $R$ and instantaneous downward velocity $V_u$. At the beginning of the landing phase, the quadrotor has an initial downward velocity of $V_{u0}$ and it is at an altitude of $R_0$ above the landing point. In order to have a safe landing, the distance between the vehicle and the landing point must decay to zero with zero closing velocity at touchdown. That is, for a final time $t_f$,

$$\lim_{t\to t_f} R = \lim_{t\to t_f} -\dot{R} = 0 \quad (3.1)$$
where, $-\dot{R}$ is the closing velocity between the vehicle and the landing point. For vertical landing on a stationary landing point,

$$\dot{R} = -V_u$$ \hspace{1cm} (3.2)

where, $V_u$ is the downward velocity of the quadrotor. Using Equation (3.2) in Equation (3.1), the terminal requirement can be expressed as,

$$\lim_{t \to t_f} R = \lim_{t \to t_f} V_u = 0$$ \hspace{1cm} (3.3)

Prospective velocity profiles are desired for a smooth variation of the vehicle velocity satisfying the initial conditions and the final constraints of Equation (3.3). Hovering, as a subproblem, requires a similar approach to a hovering altitude $R_d$, with $R_d > 0$. The next section introduces a new velocity profile and analyses its basic properties.

### 3.3 Log polynomial Velocity Profile

A log of polynomial velocity profile as given in Equation (2.40) is

$$V_u = V_{u0} \log_n \left(1 + ax + bx^2\right)$$ \hspace{1cm} (3.4)

where, $x$ represents the ratio of current and initial distance to landing point and is defined as,

$$x = \frac{R}{R_0}, \hspace{0.5cm} 0 \leq x \leq 1$$ \hspace{1cm} (3.5)
and the constants \(a\) and \(b\) are related to base of the log \(n\) by,

\[
a + b = n - 1, \quad n > 1
\]  

(3.6)

Initially at \(t = t_0\), \(R = R_0\), which using Equation (3.5), implies \(x = 1\). Using Equation (3.6) in Equation (3.4) with \(x = 1\) leads to,

\[
\lim_{x \to 1} V_u = V_{u0} \log_n (n) = V_{u0}
\]  

(3.7)

Equation (3.7) shows that the proposed profile satisfies the initial condition. As the vehicle approaches the landing point, the distance \(R\) and hence the ratio \(x\) reduces. The touch-down velocity can be obtained as,

\[
\lim_{x \to 0} V_u = \lim_{x \to 0} V_{u0} \log_n (1 + ax + bx^2) = 0
\]  

(3.8)

Hence, the closing velocity logarithmically decays to zero as the distance to the landing point goes to zero.

The design parameters \(a\) and \(b\) offer flexibility to the overall landing process. Figure 3.2 shows the solution represented by Equation (3.6) spanning across the three feasible quadrants in the two parameter \((a, b)\) design space.

Figure 3.2: Solution in \(a - b\) design space.
3.4 Analysis of the velocity profile

This section analysis the effect of design parameter variation in the three quadrants on the resulting flight profiles. This is followed by an analysis of the engagement time characteristics.

3.4.1 Velocity profiles

Using Equation (3.4), rate of change of velocity can be deduced as,

\[
\dot{V}_u = V_{u0} \left( \frac{a + 2bx}{1 + ax + bx^2} \right) \dot{x}
\]  

(3.9)

Using Equation (3.2) and Equation (3.5) in Equation (3.9) results in,

\[
\dot{V}_u = - \left( \frac{V_{u0}}{R_0} \right) \left[ V_u \left( \frac{a + 2bx}{1 + ax + bx^2} \right) \right]
\]  

(3.10)

Equation (3.10) presents the downward acceleration of the vehicle as a function of the distance to landing point. From Equation (3.8) and Equation (3.10), it can be readily deduced that

\[
\lim_{x \to 0} \dot{V}_u = \lim_{x \to 0} - \left( \frac{V_{u0}}{R_0} \right) \left[ V_u \left( \frac{a + 2bx}{1 + ax + bx^2} \right) \right] = 0
\]  

(3.11)

And hence, using Equation (3.11), the acceleration goes to zero, as the velocity of vehicle approaches zero near touchdown.

3.4.1.1 Quadrant 1 \( (a \geq 0, b \geq 0) \) Any feasible solution pair \((a, b)\) satisfying Equation (3.6) for \( a \geq 0, b \geq 0 \) leads to,

\[
\frac{a + 2bx}{1 + ax + bx^2} \geq 0, \text{ for } 0 \leq x \leq 1
\]  

(3.12)

Using Equation (3.12) in Equation (3.10) leads to,

\[
\dot{V}_u < 0, \text{ for } a \geq 0, b \geq 0
\]  

(3.13)

Hence using Equation (3.13), in the first quadrant of the design space, a landing governed by Equation (3.8) is achieved with a continuously decelerating velocity profile. Figure 3.3 shows three velocity profiles for different values of \( a \). Using Equation (3.4), it can be observed that for \( 0 \leq x \leq 1 \), a higher value of \( a \) (and hence, using
Equation (3.6), a lower value of $b$ leads to a lower loss of velocity with distance.

### 3.4.1.0.2 Quadrant 4 ($a > 0, b < 0$):

Using Equation (3.6) in the component $1 + ax + bx^2$ of Equation (3.10) leads to,

$$1 + a(x - x^2) + (n - 1)x^2 \Rightarrow 1 + ax + bx^2 > 0, \text{ for } a > 0, n > 1 \text{ and } 0 \leq x \leq 1$$  \hspace{1cm} (3.14)

Using Equation (3.10) and Equation (3.14), $\dot{V}_u \leq 0$ if,

$$a + 2bx \geq 0 \Rightarrow a - 2|b|x > 0$$  \hspace{1cm} (3.15)

Since $0 \leq x \leq 1$, the condition,

$$2|b|x \leq 2|b|, \hspace{1cm} (3.16)$$

is always true. Equation (3.16) implies that Equation (3.15) will always hold true if,

$$a - 2|b| \geq 0, \Rightarrow a + 2b \geq 0, \hspace{0.5cm} a > 0, b < 0$$  \hspace{1cm} (3.17)

Equation (3.17) governs the condition for landing with a continuous deceleration in this quadrant.
For considerable initial ranges and a low of velocity, a decelerating velocity profile can lead to a very high landing time. An initially accelerating velocity profile is desired in such cases. Using Equation (3.10), the initial rate of change of velocity can be deduced as,

\[
\dot{V}_{u0} = \lim_{x \to 1} \left( \frac{V_{u0}}{R_0} \right) \left[ V_u \left( \frac{a + 2bx}{1 + ax + bx^2} \right) \right] = - \left( \frac{V_{u0}}{R_0} \right) \left[ V_u \left( \frac{a + 2b}{1 + a + b} \right) \right]
\]

(3.18)

Using Equation (3.6) in Equation (3.18) implies, \( \dot{V}_{u0} > 0 \) if,

\[
a + 2b < 0
\]

(3.19)

The maximum downward velocity that can be achieved by the vehicle and the distance up to which it accelerates are controlled by choosing appropriate values of \( a \) or \( b \) that satisfy Equation (3.6) and Equation (3.19). The point at which the vehicle stops accelerating, \( \dot{V}_u \) is zero and substituting that in Equation (3.10) leads to,

\[
x = -\frac{a}{2b}
\]

(3.20)

Accordingly, the maximum downward velocity can be obtained by using Equation (3.20) in Equation (3.4) as,

\[
V_{u_{\max}} = V_{u0} \log_n \left( 1 - \frac{a^2}{4b} \right)
\]

(3.21)

A feasible solution pair \((a, b)\) should satisfy the constraints given in Eqns. (3.6), (3.19) for an initially accelerating profile, and it results in a maximum velocity as governed by Equation (3.21). Theorem 3 proves the existence of an initially accelerating velocity solution.

**Theorem 3.** For a given \( V_{u0} \) and a desired \( V_{u_{\max}} > V_{u0} \), there exists a unique pair of design parameters \( a \) and \( b \) which results in an initially accelerating profile leading to a subsequent landing satisfying Equation (3.8).

**Proof.** Equation (3.21) can be rearranged as,

\[
1 - \frac{a^2}{4b} = n^M
\]

(3.22)

where, \( M \) is ratio \( \frac{V_{u_{\max}}}{V_{u0}} \) satisfying \( M > 1 \). Using Equation (3.6) in Equation (3.22) leads to,

\[
(n - 1 - b)^2 = 4(1 - n^M)b
\]

(3.23)
Solving the quadratic Equation (3.23) for $b$ results in,

$$b = (n + 1 - 2n^M) \pm 2\sqrt{(n - n^M)(1 - n^M)}$$  \hspace{1cm} (3.24)

It can be observed from Equation (3.24) that, for $n > 1, M > 1$, $b$ is always real and the two solutions are considered as candidates subsequently.

The first solution is given by,

$$b = (n + 1 - 2n^M) - 2\sqrt{(n - n^M)(1 - n^M)}$$  \hspace{1cm} (3.25)

For an initially accelerating profile, substituting for this solution in Equation (3.19) leads to,

$$b = (n + 1 - 2n^M) - 2\sqrt{(n - n^M)(1 - n^M)} \leq -(n - 1) \text{ or,}$$
$$-\sqrt{(n - n^M)(1 - n^M)} \leq (n^M - n)$$  \hspace{1cm} (3.26)

Since both $\sqrt{(n - n^M)(1 - n^M)}$ and $n^M - n$ are positive, Equation (3.26) is true for all $n > 1, M > 1$. To analyse the uniqueness of the solutions, verifying Equation (3.6) and Equation (3.19), for the other solution of Equation (3.24) leads to,

$$b = (n + 1 - 2n^M) + 2\sqrt{(n - n^M)(1 - n^M)} \leq -(n - 1)$$  \hspace{1cm} (3.27)
which can be further simplified to obtain,

\[(n^M - 1) \leq (n^M - n)\]  \hspace{1cm} (3.28)

\[\Rightarrow -1 \leq -n\]  \hspace{1cm} (3.29)

which does not hold for \( n > 1 \).

Considering the initially accelerating velocity profile, Figure 3.4 presents an example problem in the fourth quadrant of \( a - b \) design space. The constants and engagements parameters are chosen as, \( n = 10 \), \( V_{u0} = 2 \) m/s, \( R_0 = 30 \) m, and \( V_{u max} = 3 \) m/s, respectively. Using Equation (3.6) with \( n = 10 \), the solution for \( a \) and \( b \) is represented by the red line in Figure 3.4. Any feasible design pair has to lie on this line. Representing the initially accelerated profile, the constraint of Equation (3.19) is shown as the shaded region in Figure 3.4. The desired maximum velocity curve of Equation (3.21) is plotted by the blue line in Figure 3.4. The two candidate solutions are plotted by the starred marker out of which \((a, b) = (112.21, -103.21)\), satisfies all the constraints. Corresponding to the solution pair, the velocity variation is plotted in Figure 3.5. As governed by Eqns. (3.20) and (3.21), a maximum downward velocity of \( V_{max} = 3 \) is achieved at \( x = -\frac{a}{2b} = 0.5436 \).
3.4.1.0.3 Quadrant 2 \((a < 0, b > 0)\): It can be noted that, another solution for \(V_u = 0\) can be deduced using Equation (3.8) as,

\[
x = -\frac{a}{b}
\]  

(3.30)

This solution corresponds to a zero velocity at a non zero altitude, resulting in hover state. Proposition 1 gives the proof of existence of the hovering velocity profile solution.

**Proposition 1.** Subject to Eqns. (3.6) and (3.4), solutions in the second quadrant of the design space correspond to hovering flight profiles settling at a hover altitude \(x = \frac{-a}{b}\).

**Proof.** For the vehicle to be in hover, \(V_u = 0\) at some \(x > 0\). Using Equation (3.6), the solution pair \((a, b)\), given \(a < 0, b > 0\) satisfies,

\[
|a| < |b|
\]  

(3.31)

which ensures \(x \leq 1\). Hence, using Equation (3.8), the hovering condition can be expressed as,

\[
\lim_{x \to -\frac{a}{b}} V_u = 0; \quad a < 0, b > 0
\]  

(3.32)

During the flight \(x\) varies between,

\[
-\frac{a}{b} \leq x \leq 1
\]  

(3.33)

Next, the nature of velocity profile in hover region is discussed. In the hover region,

\[
x \geq -\frac{a}{b} \Rightarrow ax \geq -bx^2 \Rightarrow ax + bx^2 \geq 0
\]  

(3.34)

The minimum possible value that \(a + 2bx\) can take in the hover region \((\frac{-a}{b} \leq x \leq 1)\) can be obtained as,

\[
a + 2b\left(-\frac{a}{b}\right) = -a
\]  

(3.35)

Equation (3.35) subject to Equation (3.33) for \(a < 0\) results in,

\[
a + 2bx > 0.
\]  

(3.36)
Increasing hover altitude $a = -21, b = 30$
$a = -9, b = 18$
$a = -2.25, b = 11.25$

(b) Normalized altitude variation for for hovering altitudes $x = 0.2, 0.5$ and $0.7$.

Figure 3.6: Hovering scenarios in Quadrant 2.
Using Eqns. (3.34) and (3.36) in Equation (3.10) leads to, $\dot{V}_u < 0$ for this quadrant. Hence, the hover profile corresponds to a strictly decreasing velocity. To achieve a desired hovering altitude, a feasible solution pair $(a, b)$ can be obtained by solving Eqns. (3.6) and (3.30) as represented in Figure 3.6(a). Using Equation (3.6) in Equation (3.30) leads to,

$$x = -\frac{a}{n - 1 - a}. \quad (3.37)$$

For finite but very high values of $a$, $n - 1$ becomes negligible and hovering altitude tends to 1. As an example scenario, desired hovering altitudes corresponding to $x_1 = 0.2$, $x_2 = 0.5$, $x_3 = 0.7$ are considered and solutions pairs are plotted in Figure 3.6(a). Figure 3.6(b) shows the velocity variation for the corresponding hover altitudes.

### 3.4.2 Engagement Time Characteristics

Choice of design parameters $(a, b)$ also affects the average velocity and hence the time taken to complete the landing process. Since the velocity is not an explicit function of time, an approximate average velocity of the vehicle ($V_{u_{avg}}$) can be deduced as,

$$V_{u_{avg}} = \frac{\int_0^1 V(x) \, dx}{\int_0^1 dx} \quad (3.38)$$

Using Equation (3.4) in Equation (3.38) leads to,

$$V_{u_{avg}} = \int_0^1 V_u \log(n) \left(1 + ax + bx^2\right) \, dx \quad (3.39)$$

Integral in Equation (3.39) takes the following two forms based on the value of $4b - a^2$.

$$V_{u_{avg}} = \frac{V_{u0}}{\log(n)} \left(\left[x + \frac{a}{2b}\right] \log(1 + ax + bx^2) - 2x + \frac{\sqrt{4b - a^2} \left(\tan^{-1}\left(\frac{a + 2ax}{\sqrt{4b - a^2}}\right)\right)}{b}\right)^1 \right),$$

for $4b - a^2 \geq 0$, $b \neq 0 \quad (3.40)$
and,
\[ V_{u\text{avg}} = \frac{V_0}{\log(n)} \left( \left( x + \frac{a}{2b} \right) \log(1 + ax + bx^2) - 2x + \frac{\sqrt{a^2 - 4b} \left( \tanh^{-1} \left( \frac{a + 2bx}{\sqrt{a^2 - 4b}} \right) \right)}{b} \right), \]
\[ \text{for } 4b - a^2 < 0, \ b \neq 0 \quad (3.41) \]

Applying the limits to Eqns. (3.40) and (3.41), the final integral forms are obtained.
\[ V_{u\text{avg}} = V_0 \left[ \frac{2\sqrt{4b - a^2} \left( \tanh^{-1} \left( \frac{\sqrt{4b - a^2}}{a + 2} \right) \right)}{2b \log(n)} + \frac{2b \left( \log(n) - 2 \right) + a \log(n)}{2b \log(n)} \right], \]
\[ \text{for } 4b - a^2 \geq 0, \ b \neq 0 \quad (3.42) \]

and,
\[ V_{u\text{avg}} = V_0 \left[ \frac{2\sqrt{a^2 - 4b} \left( \tanh^{-1} \left( -\frac{\sqrt{a^2 - 4b}}{a + 2} \right) \right)}{2b \log(n)} + \frac{2b(\log(n) - 2) + a \log(n)}{2b \log(n)} \right], \]
\[ \text{for } 4b - a^2 < 0 \ b \neq 0 \quad (3.43) \]

Equation (3.39) reduces to,
\[ V_{u\text{avg}} = \int_0^1 V_0 \log(n) \left( 1 + ax \right) \, dx = V_0 \log(n) \left( 1 - \frac{\log(1 + a)}{a^2} \right), \quad \text{for } b = 0 \quad (3.44) \]

Using Equation (3.6) and partially differentiating Equation (3.42) with respect to \( a \) leads to,
\[ \frac{\partial V_{u\text{avg}}}{\partial a} = \frac{V_0}{\log(n)} \left[ \frac{-1}{n - 1 - a} + \left( \tanh^{-1} \left( \frac{4n - (a + 2)^2}{a + 2} \right) \right) \frac{2(n - 1) - a(n + 1)}{(n - 1 - a)^2 \sqrt{4n - (a + 2)^2}} + \frac{\log(n)(n - 1)}{2(n - 1 - a)^2} \right] \]
\[ \text{(3.45)} \]

Using Equation (3.6) and partially differentiating Equation (3.43) with respect to \( a \) leads to,
\[ \frac{\partial V_{u\text{avg}}}{\partial a} = \frac{V_0}{\log(n)} \left[ \frac{-1}{n - 1 - a} + \left( \tanh^{-1} \left( \frac{(a + 2)^2 - 4n}{a + 2} \right) \right) \frac{2(n - 1) - a(n + 1)}{(n - 1 - a)^2 \sqrt{4n - (a + 2)^2}} + \frac{\log(n)(n - 1)}{2(n - 1 - a)^2} \right] \]
\[ \text{(3.46)} \]

Right hand sides of Eqns. (3.45) and (3.46) were evaluated using the fmincon MATLAB ® solver with Sequential Quadratic Programming (SQP) as the input algorithm and the minimum solution was found out to be
Figure 3.7: Complete solution space and various flight profiles.

greater than 0 in both the cases. Hence,

$$\frac{\partial V_{u_{avg}}}{\partial a} > 0, \text{ for } a \geq 0, \ b \neq 0$$  \hspace{1cm} (3.47)

Further, for the case \(b = 0\), differentiating Equation (3.44) with respect to \(a\) we get,

$$\frac{\partial V_{u_{avg}}}{\partial a} = \frac{V_{u0}}{\log(n)} \left(\frac{1}{a} - \frac{\log(1 + a)}{a^2}\right)$$  \hspace{1cm} (3.48)

Using \(b = 0\) in Equation (3.6) leads to,

$$a = n - 1$$  \hspace{1cm} (3.49)

Using Equation (3.49) in Equation (3.48) leads to,

$$\frac{\partial V_{u_{avg}}}{\partial a} = \frac{V_{u0}}{\log(n)} \left(1 - \frac{\log(n)}{n - 1}\right)$$  \hspace{1cm} (3.50)

which is greater than 0 for \(n > 1\). Hence, using Eqns. (3.47) and (3.50), and it is concluded that average downward velocity is an increasing function of the design parameter \(a\), for all \(a \geq 0, \ n > 1\).
Velocity Profile

$0 \leq a \leq 2(n-1), -(n-1) \leq b \leq (n-1)$

- Continuous decelerating landing profile

$a > 2(n-1), b < -(n-1)$

- Initially accelerating landing profile

$a < 0, b > (n-1)$

- Continuous decelerating hovering profile

<table>
<thead>
<tr>
<th>$(a, b)$</th>
<th>Velocity Profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 \leq a \leq 2(n-1), -(n-1) \leq b \leq (n-1)$</td>
<td>Continuous decelerating landing profile</td>
</tr>
<tr>
<td>$a &gt; 2(n-1), b &lt; -(n-1)$</td>
<td>Initially accelerating landing profile</td>
</tr>
<tr>
<td>$a &lt; 0, b &gt; (n-1)$</td>
<td>Continuous decelerating hovering profile</td>
</tr>
</tbody>
</table>

Table 3.1: Intervals of $(a, b)$ for various flight profiles

3.4.3 Summary of the Solution Regions and Discussion

Figure 3.7 shows the complete solution space consisting of different velocity profiles. The solution governed by Equation (3.6) is shown in blue. The shaded area in the fourth quadrant represents the region satisfying the initial acceleration condition given by Equation (3.19). The solution line crosses into this region at $(a, b) = (2(n-1), -(n-1))$. As the design pair moves from this point forward into the shaded region, a higher maximum velocity is achieved, which can also be observed from Equation (3.21). The solution region lying between $(a, b) = (2(n-1), -(n-1))$ and $(a, b) = (0, n-1)$ corresponds to a strictly decelerating velocity profile. Note that the magnitude of $a + 2b$ increases moving from fourth to the first quadrant and this results in a higher deceleration as governed by Equation (3.10). Hovering can be achieved in the continuously decelerating profile region $(a + 2b > 0)$ of the second quadrant. As $a$ increases in magnitude in this region, hovering altitude also increases as governed by Equation (3.30). Table 3.1 presents the solution intervals and corresponding flight profiles.

3.5 Simulation results

While the basic velocity profiles were simulated as part of the discussion in Section IV, additional simulations are carried out for studying the engagement time and autopilot dynamics aspects. Simulations are carried out for a vertical landing scenario with a stationary landing point. The vehicle is at a distance of $R_0 = 60$ m from the landing point and with an initial downward velocity of $V_{u0} = 2$ m/s. All simulations are carried out for the log base $n = 10$, and terminated for $R \leq 0.01$ m.

3.5.1 Case 1: Engagement Time Characteristics

This case considers the effect of the choice of the design parameters on the engagement time. The simulation also considers a maximum speed constraint of 5 m/s. The variation in landing time with $a$ is plotted in Figure 3.8. In accordance with Eqns. (3.47) and (3.50), the simulation result shows that the engagement time decreases
with the increasing choice of parameter $a$.

### 3.5.2 Case 2: Robustness with respect to Autopilot Lag

For practical applications, robustness with respect to system delays is desired for any prospective velocity profile. The velocity variation with a first order autopilot dynamics is modeled as,

$$\frac{V_{u_a}}{V_{u_c}} = \frac{1}{s\alpha + 1}$$

where $V_{u_c}$ is the commanded vehicle velocity and $\alpha$ is the time constant. Simulations are carried out for $\alpha = 0.1$ s to $\alpha = 0.5$ s. Terminal closing velocity variation is plotted in Figure 3.9(a) showing negligible impact speeds for the range of $\alpha$. The robustness is attributed to the fact that the proposed velocity profile of Equation (4) is a function of the instantaneous distance to the landing point. Due to this inherent feedback nature of the commanded velocity profile, the vehicle performs desired landing in the presence delays caused by autopilot dynamics. Variation in engagement time is plotted in Figure 3.9(b). Slower deceleration caused due to autopilot delay has an overall impact of a lower engagement time for higher values of $\alpha$. Results highlight the robustness of the proposed velocity profile with respect to uncompensated systems delays.
Figure 3.9: Results for Case 2: Robustness with respect to autopilot dynamics.
3.6 Conclusions

The log polynomial velocity profile method allows one to propose a desired velocity profile which is a log of polynomial function of the normalized distance to the landing point with two design parameters. Closed-form design parameter solutions are derived for strictly decreasing, initially accelerating and and hovering velocity profiles. Approximate landing time and maximum velocity expressions are derived as a function of the design parameters. Simulations are presented for generating the flight profiles and verifying the robustness of the proposed method to uncompensated autopilot dynamics. The method offers significant advantage in simultaneously analysing multiple flight constraints in the two design parameter space and could potentially address wider future applications including planetary landing scenarios.
Chapter 4

Compensated trajectory shaping guidance for landing and qualitative robustness evaluation

In Chapter 2, we developed a pursuit based guidance law with a log polynomial function based velocity controller for autonomous landing with vision. We showed the efficacy of the landing system using simulations and hardware experiments. However, the landing system is limited to landing on flat regions and the approach towards the target is fixed due to the nature of the pursuit guidance law. If is often essential to have some flexibility in the approaching direction of the vehicle towards the target due to terrain restrictions. For instance, landing on a moving target which is moving in on an incline surface due to terrain. In such scenarios, the previously proposed approach may not always be useful. Therefore, to address this issue, we developed a compensated trajectory shaping guidance for landing on targets moving on inclined surfaces. Further, there is a need to evaluate extensively the landing methodology to ensure the controller degrades gracefully in unforeseen conditions, and a decision to abort and/or reinitialize the landing process can be made accordingly.

In this chapter, we describe the compensated trajectory shaping guidance for landing and evaluate the robustness of the autonomous landing on a moving target using the proposed guidance law along with log polynomial velocity profiler. We describe the performance based on simulations and hardware experiments.
4.1 Landing approach using trajectory shaping guidance

The aim of the guidance law is to intercept the target accurately. Trajectory shaping guidance [101] is used in applications, where it is desirable to shape the trajectory at the time of interception. For example, to intercept the target at a desired approach angle. In our proposed framework we explore these desirable properties of the trajectory shaping guidance to achieve autonomous landing of a quadrotor on a moving target.

The trajectory shaping guidance is given by,

\[ a_{xy} = 4V_u \dot{\psi} + \frac{2V_u (\psi - \psi_f)}{t_{go}}, \]  \hspace{1cm} (4.1)

where \( t_{go} \) is the estimated time to land on the moving target. The first term is the proportional navigation
component of the guidance law. Proportional navigation works on the principle that UAV velocity vector should rotate at a rate proportional to the LOS rate and in the same direction in order to eventually drive the LOS rate to zero and intercept the landing target. The second term drives the LOS angle to a desired impact angle. The combination of these terms gives a better control of the landing trajectory as compared to pure pursuit, especially in case of complex target trajectories or landing on an inclined plane. However, the trajectory shaping guidance is derived under the assumption of a compensated $V_u$. Though this approach gives a trajectory and terminal impact angle control to land on a moving target, an explicit control over UAV speed is required for a successful landing.

4.1.1 Compensation for variable speed

The condition to drive the LOS rate ($\dot{\psi}$) to zero can be obtained from equation (2.2) as,

$$V_t \sin(\chi_t - \psi) = V_u \sin(\chi_u - \psi)$$

(4.2)

let $(\chi_u - \psi)=\delta$. Then,

$$\dot{\delta} = \dot{\chi}_u, \quad \dot{\psi} = 0$$

(4.3)

Differentiating equation (4.2) on both the sides with respect to time, we get,

$$V_t \cos(\chi_t - \psi) \dot{\psi} = V_u \cos(\delta) \dot{\delta} + V_u \sin(\delta),$$

(4.4)

substituting, $\dot{\psi} = 0$ in the above equation, we get,

$$V_u \dot{\delta} = -V_u \tan(\delta)$$

(4.5)

Since aim is to drive the LOS rate to zero, the lateral acceleration due to a variable speed must be compensated for, in the guidance term. Thus, the complete guidance term for compensated trajectory shaping guidance principle is given by:

$$a_{xy} = 4V_u \dot{\psi} + \frac{2V_u (\psi - \psi_f)}{t_{go}} - \dot{V}_u \tan(\chi_u - \psi)$$

(4.6)

To the best of our knowledge, an integrated guidance framework with a speed, trajectory control with speed compensation and impact angle control has not been developed for autonomous landing applications on a
moving target.

4.1.2 Example scenario

We now show that the compensated trajectory shaping guidance is better than no compensation through a simulated example scenario. Figures 4.3(a) shows the trajectory of the quadrotor landing on a moving target with and without compensation in trajectory shaping guidance. From the figure, we can see that the compensated UAV trajectory is smooth and takes less time to land compared to no-compensation condition. Further, from Figure 4.3(b), we can see that the compensated trajectory shaping guidance approaches the desired LOS angle earlier than no-compensation guidance law. The simulations were carried out using MATLAB with the following parameters $V_{u0} = 2\, \text{m/s}$, $V_t = 1\, \text{m/s}$, $\psi_f = -90\, \text{deg}$ and terminal criteria was $R_{xy} \leq 0.01\, \text{m}$. From this simple simulation, it can be seen that trajectory followed by the UAV with compensation can help in achieving efficient landing.

4.2 Robustness evaluation

The developed compensated trajectory shaping guidance law needs to be evaluated for robustness under different target motion characteristics through simulation and experiments. Initially, we will evaluate the performance in simulation followed by the experimental validation.

4.2.1 Simulation-based evaluation

4.2.1.1 Simulation setup

In order to validate the robustness of the guidance law with the log polynomial velocity profiler, we use the Microsoft Airsim [102] simulator for evaluation. Airsim is a MAV simulator that uses Unreal Engine [103] as its base, thus being able to simulate realistic scenes and environment. The quadrotor vehicle modeled in airsim is exposed to various physical phenomena such as gravity, magnetic field etc and consists of an efficient physics engine that can run its update loop at high frequency, which is desirable for enabling realtime simulation scenarios such as high speed quadrotor control. Further, the MAV simulated within airsim had a forward and downward facing camera and sensor models such as accelerometer, gyroscope, barometer, magnetometer and GPS. Onboard stream (of 640x480 resolution) of the downward camera was used for target detection. We utilize open-source libraries available in OpenCV in order to implement vision based landing target detection.
Figure 4.3: a) Trajectory comparison of trajectory shaping guidance with and without speed compensation, $\psi_f = -90$ deg, $\alpha_{u0} = 0$ deg. b) LOS angle profile comparison with and without speed compensation, $\psi_f = -90$ deg, $\alpha_{u0} = 0$ deg.
The landing target was in the form of a moving car simulated in unreal engine. Figure 4.4 shows a screenshot of the simulation environment consisting of the flying quadrotor vehicle modeled in airsim and a ground vehicle which served as the moving landing target.

Using the Airsim simulator, we evaluate the robustness of the landing in the presence of wind disturbances. In each scenario, the quadrotor is initialized at an altitude of 20 meters. The landing target is a red colored moving ground vehicle and it is detected using the downward camera of the Airsim quadrotor. The target is assumed to be of known color and detection is performed using color based blob detection. The different scenarios for the evaluation are (a) landing on the straight moving target (b) landing on an inclined slope (c) landing on a target which is moving in a circular trajectory. The evaluation of these scenarios is given in detail below.

4.2.1.2 Landing on a straight line moving target

In this case, we evaluate the performance of the system when the target is moving in a straight line motion with a constant speed. Simulations with different target speeds of 1 m/s, 2 m/s and 3 m/s are carried out. Figure 4.5 shows the trajectory followed by the quadrotor with the vision based target input when the target is moving with a constant speed of 2 m/s. With vision in the loop, the quadrotor follows an efficient trajectory towards the target. Figures 4.8 and 4.9 show the closing velocity profile and the descend velocity of the UAV respectively. It can be observed that both converge to zero as the vehicle lands on the target.
Figure 4.5: Landing trajectory followed by UAV when ground vehicle moves in a near straight line trajectory at 2 m/s.

Figure 4.6: Landing trajectory followed by UAV when ground vehicle moves in a near straight line trajectory at 1 m/s.

Figure 4.7: Landing trajectory followed by UAV when ground vehicle moves in a near straight line trajectory at 3 m/s.
When the target speed is 1m/s or 3m/s, the quadrotor was able to land on the target successfully as shown in Figures 4.6 and 4.7 respectively. The velocity profiles are similar to that of the simulation with the target speed of 2m/s and hence we do not show the trajectories.

4.2.1.3 Landing on a circular trajectory moving target

In the case, we analyze the performance of the quadrotor landing when the target is moving in a circular trajectory of radii 5 and 15m with speed of 2m/s. The quadrotor tracks the target’s trajectory to attempt to land on it successfully. Figure 4.10 shows the trajectory followed by the vehicle while landing on the target successfully. As observed from the figure, the quadrotor tracks the trajectory of the target vehicle and efficiently

---

Figure 4.8: Closing velocity profile ($xy$ plane) of the UAV when vehicle moves in a near straight line trajectory at 2 m/s.

Figure 4.9: Descend velocity of the UAV when ground vehicle moves in a near straight line trajectory at 2 m/s.
adjusts itself to follow along the same path and finally land on the target accurately. Figures 4.11 and 4.12 show the closing velocity profile and the descend velocity of the UAV respectively. It can be observed that both converge to zero as the vehicle lands on the target. Figure 4.13 shows a similar trend of trajectory, followed by successful landing when the landing target was made to follow a circular path of smaller radius (5 m approx.)

The results from three scenarios show that the proposed algorithm is robust against all variations and performs efficiently. For moving targets, this is verified with varying target speeds in the range of 1m/s to 3m/s. Further, the quadrotor adjusts its maneuvering in presence of dynamically moving targets with disturbances like non uniform surfaces, complex ground vehicle trajectories along curved paths and is able to successfully land on targets in outdoor environment.

We tried to analyze the landing when the target is performing a tight loiter at 2m/s and the loiter radius in 5m. Figure 4.13 show the trajectory of the vehicle tracking the target and descending towards the target. The resultant simulation was successful. Since the curvature of the target is high, the quadrotor’s descent rate is not monotonically decreasing.

4.2.1.4 Landing on an inclined slope

The last deals with landing on inclined slope. In this case, the target slowly travels on an inclined slope. This test shows the performance of the vehicle against terrain changes. Robustness of the landing on an inclined surface was tested by introducing a 30 deg slope in the target trajectory. Target was made to follow a straight line trajectory with the slope in between at a constant speed of 2m/s. Figure 4.14 shows the performance
Figure 4.11: Closing velocity profile (xy plane) of the UAV when ground vehicle moves along a curved path (15 m radius).

Figure 4.12: Descend velocity of the UAV when ground vehicle moves along a curved path (15 m radius).

Figure 4.13: Landing trajectory followed by UAV when ground vehicle moves along a curved path (5 m radius)
of the guidance algorithm, when attempting to land on a non uniform surface. The disturbance in quadrotor trajectory at the end is due to change in altitude of the target. The proposed method, requires knowledge of terminal desired LOS angle (surface inclination). In this simulation, we assumed that we have no knowledge of the slope, instead it is calculated continuously by the change in quadrotor altitude. Since this estimate is continuously changing as the quadrotor moves up the slope, it leads to some disturbance in the quadrotor trajectory at the time of landing. It can be seen from Figure 4.15 that the magnitude of LOS angle at the time of landing is close to the desired terminal LOS angle ($90\,\text{deg} - \text{angle of inclination} = 60\,\text{deg}$).

### 4.2.2 Experimental evaluation

We have performed a series of experiments that involved outdoor data collection, data processing and closed loop controller validation with onboard processing. Hardware setup along with the target detection and tracking methodology is explained in Sections 2.5 and 2.6. The hardware setup along with the landing target is shown in Figure 4.1. We perform two sets of experiments to validate the efficacy of proposed controller; the first set of experiments is aimed at validating the compensated trajectory shaping guidance for moving target and second set of experiments test the robustness of the said controller in the presence of external disturbance. In the first set of experiments, the UAV starts at an initial distance of $R_0$ from the target and an initial altitude of 15 meters. Target is moving in a straight line with a nearly constant ground speed of 0.5 m/s. These experiments are conducted in the presence of negligible wind conditions or any external disturbances. Figures 4.16 and 4.16b show the UAV-target line-of-sight (LOS) distance profile ($R_0 = 12$) (in XY plane) and relative velocity profile.
Figure 4.15: LOS angle profile (Terminal desired LOS angle: -60 degree)

Figure 4.16: (a) LOS distance profile and (b) relative velocity profile of the quadrotor when tracking a target in a straight line
Figure 4.17: a) Trajectory of the ground rover as estimated by the quadcopter b) Trajectory of the quadrotor tracking the landing target in the presence of high winds (5m/s steady)
Figure 4.18: (a) UAV trajectory and (b) descent velocity while tracking the target and descending till 4 meters from the ground
respectively. It can be seen that, as the LOS distance decreases to zero, relative velocity between UAV and
target also decreases to zero. The log of polynomial controller provides a fine grained control of UAV velocity
during the landing process. Using this, an initial accelerating profile \( (a = 30, b = -21, n = 10) \) is designed to
track the target in a time efficient manner, while a continuously decelerating profile \( (a = 6, b = 3, n = 10) \) is
chosen as UAV descends onto the target.

The second set of experiments are aimed at testing the robustness of the landing process. These set of
experiments are comprised of different scenarios pertaining to target trajectory and the presence of wind. In
the first experiment, landing target was made to follow a random trajectory with a near constant speed and
the quadrotor was made to manually follow the target at a constant altitude of 12 meters. This experiment
was performed in the presence of strong wind conditions with gusts as high as 6 m/s [106]. We have first
processed the image data offline. A Kalman Filter is used to obtain a robust estimate of trajectory from noisy
measurements. Figure 4.17a shows the ground truth, estimated and measured trajectories followed by the
landing target. We have then performed a landing experiment in similar high velocity wind conditions, where
the loop between vision and control is closed and the processing is done onboard to test the tracking. In this
case, both UAV and target start at the same position in XY plane. UAV is initially at an altitude of 12 meters
above the target. The target is maneuvered manually in random trajectory and UAV tracks the target. Figure
4.17b shows the trajectory followed by the quadrotor and the landing target. Although, an offset can be observed
between the two trajectories due to high winds, it can be seen that even in the presence of disturbance, UAV
follows a similar trend as the target, highlighting the controller’s efficiency in tracking the target.

In the final experiment, target is maneuvered manually in a random sinusoidal trajectory. UAV was com-
manded to follow the target based on vision measurements and descent till an altitude of 33\% of its initial
altitude. All other experimental conditions are the same as the previous scenario. Figures 4.18a and 4.18b show
the trajectory followed by the UAV and the descend velocity profile. In this case for descent velocity, hovering
velocity profile parameters \( (a = -4.43, b = 9.43) \) were chosen in the log polynomial controller. It can be
observed that the UAV tracks the target while descending to an altitude of 4 meters. At this point \( V_z \) becomes
zero and UAV continues to track the target at a constant altitude.

4.3 Discussion

From our experiments, we observed that environmental disturbances such as wind and abrupt changes in target
speed or trajectory result in similar effects from the perspective of a camera image. For example, high winds
or target changing its speed both result in estimation errors or target moving out of camera field of view.
Thus, studying the effect of perturbations from computer vision perspective aids in evaluating the conditions to abort and/or reinitialize the landing process, reducing the dependence on knowledge of source of external disturbance. This helps towards developing robust landing strategies, agnostic to external disturbance. We present our approach here with a brief example of a mid-landing scenario. Consider a landing scenario as shown in Figure 4.19, where a quadrotor (with a velocity $V_u$), and with a downward facing camera, is attempting to land on a target moving in straight line with velocity $V_t$. At time $t$, quadrotor is at a distance of $R$ from the landing target and an altitude $h$ meters above the ground. Let $D$ be the field of view of the camera in meters at a height $h$ above the ground at time $t$. The condition for the landing target going out of field of view can be expressed as, $R \geq D \pm \delta, -\dot{R} > 0$. Given such a scenario, the target remains within the field of view of the as long as the UAV velocity is higher than the target velocity and a near zero relative velocity is maintained in the final stages of landing. Given the knowledge of camera parameters and quadrotor velocity profile, the condition for the target to go out of field of view can be estimated.

Whenever the target moves out of FOV, we command a zero $z$ velocity. Let $h_{OF}$ be the altitude at which the target went out of field of view. At this instant if $V_t$ was the estimated target velocity and $V_u$ was the calculated commanded velocity, then time required by the target to cover $D_{OF}$ meters (which is the field of view of camera when the target was lost) is given by,

$$T = \frac{D_{OF}}{V_t} \quad (4.7)$$
UAV is commanded a velocity $V_u$ based on the estimated target velocity, such that $V_u \geq V_t$. If the target doesn’t come in the view even after $t$ seconds, such that $t \geq T$, it can be safely said that the target has been lost and landing must be aborted or reinitialized using some strategy, for example increasing the altitude.

### 4.4 UAV rendezvous application

In the previous sections, we demonstrated the capability of log polynomial velocity controller for a robust landing when integrated with compensated trajectory shaping guidance. As concluded in Chapter 3, log polynomial controller offers significant advantage in simultaneously analyzing multiple flight constraints in the two design parameter space and could potentially address wider future applications including planetary landing scenarios.

Docking is another operation, which plays an important role in multiple practical applications, for example energy refueling in case of a long flight. In this section, we show the application of proposed controller for potential docking applications. We perform MATLAB simulations using the proposed controller integrated with compensated trajectory shaping guidance for both stationary and moving targets and show the efficacy of the controller for different desired terminal LOS angles ($\psi_f$).

#### Simulation results

In this section we present the result of 2D Matlab simulations. For stationary target case, $V_{u0}$ and $R_0$ were initialized to $2\text{m/s}$ and $41\text{meter}$ respectively. Termination criteria was $R \leq 0.01\text{m}$. Performance of the guidance law was evaluated for $\psi_f = 80, 120, -90, -120$ and $-170\text{deg}$. Figure 4.20 shows the trajectories followed by the UAV for intercepting the stationary target for different $\psi_f$. Figures 4.21 and 4.22 show the closing velocity and LOS angle profiles respectively. It can be seen that the desired $\psi_f$ is achieved in all the cases with closing velocity going to zero. Note that in the case of a stationary target the log polynomial controller speed variation is given by,

$$V_u = V_{u0}\log_{10}(1 + ax + bx^2 + cx^3), \quad (4.8)$$

where $V_{u0}$ is the initial UAV velocity. For moving target case, $V_t$ was a constant equal to $1\text{m/s}$ and the guidance law was tested for $\psi_f = 90, 120, -90, -120, -170\text{deg}$. Rest of the simulation parameters were same as the stationary case. Figure 4.23 shows the trajectories followed by the UAV for intercepting the moving target for different $\psi_f$. Figures 4.24 and 4.25 show the closing velocity and LOS angle profiles respectively. It can be seen that the desired $\psi_f$ is achieved in all the cases with closing velocity going to zero for a moving target as
Additionally, we also examined the performance of the guidance principle for variation in log polynomial controller parameters for a fixed $\psi_f$. This was done for a stationary target scenario, for $\psi_f = -150\,\text{deg}$. Other simulation parameters were the same as the previous cases. Figures 4.26 and 4.27 show the trajectory and closing velocity profiles of the UAV for $(a_1, b_1, c_1) = (10, 150, -191)$ and $(a_2, b_2, c_2) = (70, 130, -191)$ respectively. It can be observed that, closing velocity in both the cases converges to zero. Also, for higher value of $a$ and corresponding lower value of $b$, time to intercept the target decreases and a higher $V_{u_{\text{max}}}$ is achieved. This is in agreement with the analytical results in Chapter 3. Also, it can be observed from the trajectory variation that compensation to the trajectory is applied in accordance with the magnitude of $V_u$.

4.5 Conclusions

In this chapter, we proposed a compensated trajectory shaping guidance law that enables the quadrotor to land on the target having different motion characteristics and varying surface inclinations. We evaluated the performance of the guidance law in a realistic simulator and through field experiments. The results show that the compensated trajectory shaping guidance with log polynomial function based velocity controller performs well. We have further evaluated the use of log polynomial function based velocity controller for rendezvous application where the vehicle needs to dock into a stationary target. The results show that the vehicle docks to

![Figure 4.20: Trajectory followed by UAV to intercept a stationary target for different $\psi_f$](image_url)
Figure 4.21: Closing velocity profile of the UAV for different impact LOS angles ($\psi_f$), stationary target

Figure 4.22: LOS angle profile of UAV for different $\psi_f$, stationary target
Figure 4.23: Trajectory followed by UAV to intercept the target for different $\psi_f$

Figure 4.24: Closing velocity profile of the UAV for different impact LOS angles ($\psi_f$)
Figure 4.25: LOS angle profile of UAV for different $\psi_f$

Figure 4.26: Trajectory of the UAV for a stationary target and two sets of $(a, b, c)$ parameters, $\psi_f = -150$
Figure 4.27: Closing velocity profile of the UAV for a stationary target and two sets of \((a, b, c)\) parameters, \(\psi_f = -150\)

target satisfying the docking requirements.
Chapter 5

Conclusions

In this work, we focused on developing vision assisted autonomous landing strategy for a quadrotor, to address several pertinent issues relevant to autonomous landing, and to improve upon the state of the art. The main contributions of this thesis are summarized below:

1. In the second chapter, we developed a vision assisted pure pursuit based guidance strategy for autonomous landing of a quadrotor. We developed a novel log polynomial speed profile integrated with pure pursuit guidance for accurately landing the vehicle on the target, while meeting the required closing velocity characteristics. The guidance law is applicable to both stationary and moving targets. We performed simulations and carried out field experiments to demonstrate the efficacy of the guidance law.

2. In the third chapter, we provided a detailed analysis of the proposed log polynomial velocity profile. The analysis was carried out considering a vertical landing scenario to evaluate the impact of log polynomial function parameters on guidance characteristics. Closed-form expressions are derived for maximum velocity, and engagement time constraints as function of design parameters. The analysis provides a visual representation of the choice of velocity profile (strictly decelerating, initially accelerating or hovering), maximum velocity constraint, and engagement time in two-dimensional design parameter space. The analysis results of a vertical landing scenario help us in devising the landing behaviors in three dimensions \((x, y, z)\) and can give insights to the overall landing process to suit the needs of the application.

3. Performance of pure pursuit guidance law for landing applications is limited to flat regions and fixed direction towards the target. In the fourth chapter, we addressed this limitation by proposing a compensated trajectory shaping guidance integrated with log polynomial controller, for landing on non flat regions and adding a constraint on the terminal LOS angle. Further, we investigate the effects of environment distur-
bances and varying target characteristics like, environmental uncertainties, uneven landing surface and constraints imposed by target localization errors, uncertain motion of the target, to validate the robustness of our proposed landing strategy. We carried out qualitative analysis of the log polynomial guidance law in simulations under varying environmental conditions and movement of the target. The simulations were performed in, Microsoft Airsim with unreal engine. The robustness of the guidance law was further analyzed through, outdoor experiments. These studies showed that the proposed guidance law is capable of landing on stationary and moving targets, in reasonably adverse environmental conditions. We also explore the extension of the proposed guidance law to rendezvous applications and demonstrate its efficacy through 2D matlab simulations.

Some of the future research directions are highlighted below:

1. As the vehicle descends, there is a high probability of the target moving out of field of view. Although, one can use an estimator, at times, the target may not be visible within a given time threshold. Therefore, using an active gimbal control to search for the target would be ideal. One potential direction of future research is on designing a gimbal-based active landing methodology for landing on highly maneuvering targets.

2. The proposed log polynomial velocity profile has several advantages on designing the velocity given a landing time. Therefore, this profiler can be used for emergency landing and also for planetary landing. Integrating the profiler with the dynamics and kinematics of other type of aircrafts and spacecrafts is another direction of future research.

3. Coupling of estimation and control loops and evaluating the performance of proposed controller with respect to observability analysis is another future direction.

4. Although, this thesis focused on landing on an inclined and flat surfaces, one challenge is to perform a ship based landing where the target is having 3D motion along with wind disturbances that are function of the sea-states.

5. Another important area of research for landing is to decide when to abort landing. Although this is an important decision-making problem, there is not adequate work on this problem. One may have to
use machine learning techniques to learn when to make the decision. Some potential machine learning techniques are learning by demonstration and reinforcement learning.

6. In the current approach, the localization and stabilization of the aircraft is based on GPS. One potential extension is to land in GPS-denied environments using vision. This may require estimation of the target as well the POSE of the aircraft relative geometry space rather than earth-fixed inertial frame.

7. In the current approach, landing target considered is neutral. Since the log polynomial gives us flexibility of different velocity profiles, extending the controller for cooperative landing problem with controlled motion of the target is also an interesting research direction.

8. A natural extension is to apply the proposed guidance-laws and the log polynomial velocity controller for fixed-wing aircrafts. Since the fixed-wing aircraft requires minimum velocity to ensure it does not stall, the log polynomial velocity controller may need to be modified.
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