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“The first principle is that you must not fool yourself and you are the
easiest person to fool.”
–Richard P. Feynman



Abstract
The proliferation of data-intensive applications has led to an exponential growth

in wireless data traffic over the last decade. Solutions to accommodate this increase
in traffic demand include (a) improvements in technology, for example, using high-
order modulation and coding schemes and multiple-input multiple-output (MIMO)
systems, (b) network densification via deployment of small cell networks, and (c) ef-
ficient use of spectrum including spectrum refarming and spectrum sharing amongst
different networks. While each solution has its own advantages and associated chal-
lenges, in this thesis we focus on spectrum sharing between networks.

Sharing spectrum bands, which are underutilized temporally or spatially, is a
promising strategy to address the demand for spectrum. However, it introduces
novel challenges that result from the networks having to coexist with each other.
Coexistence could be challenging for several reasons, including disparity in spec-
trum access rights assigned to the networks by regulatory bodies and differences in
technologies and utilities of the networks sharing the spectrum. For instance, in a
paradigm shift in the US and Europe, the spectrum licensed to TV operators for
exclusive use was opened for use by low power unlicensed devices, provided they did
not impair the reception of TV broadcast at TV receivers. More recently, spectrum
that was allocated for use by Intelligent Transportation Systems (ITS) was opened
up by the Federal Communications Commission (FCC) for high throughput WiFi
networks. This resulted in a coexistence scenario where while the networks have
equal rights to the spectrum, they care for the different utilities of information time-
liness and throughput, respectively. In this thesis, we address in detail the above
two scenarios of coexistence for a CSMA/CA based access of the shared spectrum.
Motivated by the distinct behavior of the network that cares for information timeli-
ness and the growing interest in real-time monitoring applications, we conclude the
thesis with novel insights on spectrum sharing amongst selfish nodes that care for
timely delivery of information updates.

TV Whitespaces (TVWS) refers to the spectrum licensed for TV broadcast that
was opened up by regulators for use by secondary (unlicensed) devices. We investi-
gate the deployment of White-Fi networks of secondary devices, which coexist with
TV networks, and the resulting throughputs. White-Fi networks use WiFi-like phys-
ical layer and medium access control (MAC) mechanisms. Unlike WiFi networks
that operate in the 2.4 and 5 GHz bands and typically have a coverage of up to 100
m, outdoor White-Fi cells have much larger coverage of up to 5 km. As a result,
nodes in a White-Fi cell see significant spatial heterogeneity in channel availability
and link quality. We model the MAC throughput of a multi-cell city-wide White-Fi
network. We formulate a throughput maximization problem for the White-Fi net-
work under the constraint that its nodes’ maximum aggregate interference at TV
receivers is within acceptable limits. We propose a heuristic method and illustrate
its efficacy over hypothetical deployments of White-Fi networks coexisting with real
TV networks in the US cities of Columbus and Denver, which are good examples
of heterogeneity in channel availability and link quality in TVWS. Our proposed
framework provides useful insights. For instance, we show that while Columbus has
higher channel availability than Denver, surprisingly, its network throughput is lower,



indicating that more channels may not result in increased throughput.
Next, we investigate the coexistence of two networks, one of which cares for

information timeliness and the other for throughput. This is motivated by a recent
ruling in which the FCC opened up the 5.85−5.925 GHz ITS band, used for vehicular
networking, for the unlicensed 802.11ac/802.11ax devices. While both networks have
similar spectrum access rights, the incumbents of the ITS band, i.e., vehicular nodes,
value timely delivery of information updates, and the sharers, i.e., the WiFi devices,
desire high throughput. This novel spectrum sharing scenario raises an interesting
question of whether such networks would cooperate or compete for spectrum access.
We address this question using a game theoretic approach.

We capture the timeliness of information using the metric of age of informa-
tion. We refer to the network that cares for timeliness as an age optimizing network
(AON) and the other as a throughput optimizing network (TON). We study their
coexistence under the assumption that both networks share the spectrum using a
CSMA/CA based access mechanism and that the AON aims to minimize the age
of updates while the TON seeks to maximize throughput. We employ a repeated
game-theoretic approach that allows us to answer whether a simple coexistence eti-
quette that enables cooperation between networks is self-enforceable. Specifically, we
introduce a coordination device, which is a randomized signaling device that allows
the AON and the TON to access the spectrum in a non-interfering manner. The net-
works employ a grim trigger strategy when cooperating which ensures that networks
would disobey the device only if competition were more beneficial than cooperation
in the long run.

We apply the proposed etiquette to two distinct practical medium access set-
tings: (a) when collision slots (more than one node accesses the spectrum leading
to all transmissions received in error) are at least as large as successful transmission
(interference-free) slots, and (b) collision slots are smaller than successful transmis-
sion slots. To exemplify, the former holds when networks use the basic access mech-
anism defined for the 802.11 MAC and the latter is true for networks employing the
RTS/CTS based access mechanism. We show that for both medium access settings,
while cooperation is self-enforceable when networks have a small number of nodes,
networks prefer competition when they grow in size.

Our study of coexisting age and throughput optimizing networks shows that
an age optimizing network behaves differently from a throughput optimizing one.
This motivated us to consider the coexistence of nodes that care for timeliness of
information and share the same spectrum. As before, we employ a game theoretic
approach. We formulate a non-cooperative one-shot game with nodes as players and
age of information as their utilities. We investigate nodes’ equilibrium strategies in a
CSMA/CA slot for the aforementioned medium access settings, i.e., when collisions
are longer than successful transmissions and when collisions are shorter. For each
setting, we provide insights into how competing nodes that value timeliness share the
spectrum. We find that access settings exert strong incentive effects. Specifically, we
show that under decentralized decision making by nodes, when collisions are shorter,
transmit is a weakly dominant strategy, and when collisions are longer, no dominant
strategy exists. For the latter case, we analytically derive the mixed strategy Nash
equilibrium for when the ages at the beginning of the slot satisfy certain conditions.
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Chapter 1

Introduction

The proliferation of data-intensive applications has led to a superlinear growth in
wireless data traffic over the last decade. As per the virtual network index (VNI)
report released by Cisco in 2018 [1], data traffic is anticipated to rise from 122

Exabytes per month in 2017 to 396 Exabytes per month in 2022 (see Figure 1.1).
That is, nearly a threefold increase is expected. Solutions to accommodate this
increase in data traffic rely on improvements in the three aspects of technology,
topology, and spectrum availability and usage. Traditionally, the focus has been on
improvement in technology, which includes using high-order modulation and coding
schemes as well as multiple-input multiple-output (MIMO) systems [3, 4]. However,
issues such as channel correlation, hardware implementations and impairments and
interference management [5] have shifted the focus from improvement in technology
to advancement in topology and efficient use of the spectrum [6].

Advancement in topology, which includes network densification and offloading via
the deployment of small-cell networks [7–10] is a potential solution. However, it faces
challenges such as providing mobility support as well as determining appropriate as-
sociation between users and base stations across mutiple radio access technologies
and requires careful planning and cost evaluation by mobile operators [11–14] to cater
to the increasing traffic demands. Efficient spectrum utilization, on the other hand,
is another promising strategy that includes spectrum refarming and spectrum shar-
ing amongst different networks. Spectrum refarming involves re-visiting spectrum
allocation across different access technologies and re-assigning frequencies allocated
to legacy obsolete technologies to newer ones [15, 16]. For instance, in Europe, the
1800 MHz (resp. 2100 MHz) band, historically allocated to 2G (resp. 3G), has been
re-assigned to 4G. Although allocating spectrum to more efficient new technologies
allows processing more traffic within the same bands, it takes years to repurpose a

1
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Figure 1.1: Data traffic growth prediction [1].

spectrum band for another use due to standardization.

Spectrum sharing, in contrast to spectrum refarming, aims to accommodate the
data traffic growth by improving usage of existing spectrum bands that are tempo-
rally and spatially underutilized [17]. For instance, in the US and Europe, when
analog TV channels switched to digital, new spectrum bands became available at
different geographic locations. These spectrum bands, licensed to TV operators for
exclusive use, in what was then a paradigm shift, were opened for use by low power
unlicensed devices as long as they did not impair the reception of TV broadcast at
TV receivers. The additional spectrum that became available as a result is often
called the “TV White Spaces (TVWS)” and gave up to 300 MHz of bandwidth. It
include bands of 54 − 698 MHz in the United States [18] and 470 − 790 MHz in
Europe [19]. Similarly, in another ruling, the Federal Communications Commission
(FCC) opened up 75 MHz of additional spectrum in the 5.85−5.925 GHz Intelligent
Transportation Systems (ITS) bands, used for vehicular networking, for unlicensed
802.11ac/802.11ax devices [20].

While spectrum sharing opens up more spectrum for use by data traffic, it also
leads to the challenge of heterogeneous wireless networks having to coexist. The
coexistence issue in the TV bands and other shared-access bands, such as the 2.4

GHz and 5 GHz band, is complex and challenging due to several reasons, including
the disparity in spectrum access rights assigned to the networks by regulatory bodies
and differences in technologies and utilities of the networks sharing the spectrum.

While each solution discussed above to accommodate the increase in data traffic
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Solution Techniques
Involved

Pros & Cons

Improvement
in
technology

High-order
modulation
& coding
schemes and
MIMO

Pros: Increase in spectral efficiency (more bits/s/Hz),
smoothed out channel responses and simple trans-
mit/receive structures [3, 4].
Cons: Issue related to channel correlation, hardware im-
plementations and impairments and interference manage-
ment [5].

Advancement
in topology

Network
densification
and
offloading

Pros: Increase in area spectral efficiency (more nodes per
unit area and Hz), spectrum reuse and reduction in the
number of users competing for resources at each base sta-
tion [7–10].
Cons: User association, handover and cost of installation,
maintenance and backhaul [11–14].

Efficient
spectrum
utilization

Spectrum
refarming
and
Spectrum
sharing

Pros: Increase in bandwidth (more Hz) and better cover-
age.
Cons: Need for effective management of spectrum re-
sources, coexistence & interference issues, requirement of
advancement in the areas of radio hardware, software, sig-
nal processing, protocols and access theory [15–17].

Table 1.1: Solutions to alleviate increasing data traffic and the associated advantages
and challenges.

has its own advantages and associated challenges as shown in Table 1.1, in this the-
sis we only focus on spectrum sharing between networks. Specifically, we investigate
two cases of practical interest in detail: (a) when unlicensed devices share spectrum
with licensed TV users, and (b) when devices that aim to maintain the freshness of
information share the unlicensed spectrum with bandwidth-hungry devices. While
the former exemplifies the coexistence of networks with disparate spectrum access
rights, the latter captures spectrum sharing between networks with different objec-
tives. Also, the latter brings to light the distinct behaviour of devices that value
information timeliness. This alongwith the growing interest in real-time applica-
tions motivated us to further study the coexistence of devices that care about timely
delivery of their information updates and share spectrum for the same.

Next, we discuss each case briefly along with our contributions.

Coexistence of Licensed TV Users and Unlicensed WiFi Devices: TVWS,
as mentioned above, are spectrum licensed for TV broadcast that spectrum regula-
tors, for example, FCC [18] in the US and Ofcom [19] in Europe, have opened for
unlicensed secondary devices, under the constraint that the incumbent TV network
is protected from interference by the secondaries.

The network of secondary devices, also known as White-Fi, uses IEEE 802.11

(WiFi) like physical layer (PHY) and medium access control (MAC) mechanisms.
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White-Fi cells may be deployed indoors, with coverage of a few 100 meters, and
outdoors, with coverage as large as 5 km. Large cells may be used to provide internet
access in sparsely populated areas. They may also be desirable when the white
space channels available at a location are limited and do not allow for channelization
and small cells. However, unlike its ISM band counterparts, White-Fi must obey
requirements that protect TV reception. As a result, optimization of citywide White-
Fi networks faces the challenge of spatial heterogeneity in channel availability and
link quality. The former is because, at any location, channels in use by TV networks
are not available for use by White-Fi. The latter is because the link quality at a
White-Fi receiver is determined by not only its link gain to its transmitter but also
by its link gains to TV transmitters, and its transmitter’s link gains to TV receivers.

We investigate the deployment of White-Fi networks which coexist with TV net-
works and their resulting throughputs [21, 22]. Several studies including [23–26]
and [27,28] have proposed approaches for assessment of TVWS capacity under FCC
and Electronic Communications Committee (ECC) regulations, respectively. Con-
trary to [23–26], [29] advocated that FCC regulations are stringent and must be
replaced by spatially-aware rules for better utilization of TVWS. Motivated by [29],
we leverage heterogeneity in channel availability and link quality both. Starting with
optimizing the distributed coordination function (DCF) throughput of a single cell
White-Fi network under aggregate interference and power constraints, while lever-
aging heterogeneity in link quality in [21], we study the throughput optimization of
a multi-cell White-Fi network [22]. Specifically, we model and optimize the MAC
throughput of a multi-cell city-wide White-Fi network operating in the spectrum
licensed to TV operators. We propose a throughput maximization problem for the
White-Fi network under the constraint that White-Fi nodes’ maximum aggregate
interference at the TV receivers is within acceptable limits. Aggregate interference
at a TV receiver from a secondary network has also been studied in [30–35].

We propose a heuristic algorithm that is cognizant of spatial heterogeneity in
channel availability and link quality, which, as mentioned above, are attributes spe-
cific to White-Fi networks operating in TVWS. While prior works assess the Shannon
capacity of secondary links [36], we study the secondary network’s MAC throughput.
We demonstrate the efficacy of our proposed method over hypothetical deployments
of White-Fi networks coexisting with real TV networks in the US cities of Columbus
and Denver, which are good examples of heterogeneous channel availability and link
quality in TVWS. Our proposed framework provides useful insights, such as, more
channels may not result in increased throughput as observed in the case of Columbus
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which has higher channel availability but lower network throughput than Denver. We
also provide a discussion on how our proposed approach can leverage the architec-
ture proposed in 802.11af to enable the use of white spaces by secondary devices.
While there exist several studies on maximization of secondary network through-
put under aggregate interference [30–35, 37–42], our work considers maximizing the
throughput of a carrier-sense multiple access with collision avoidance (CSMA/CA)
based citywide White-Fi network in which the secondaries can communicate over
long distances.

Coexistence of Age and Throughput Optimizing Networks: The ubiquity
of Internet-of-Things (IoT) devices has led to the emergence of applications that
require these devices to sense and communicate information (status updates) to a
monitoring facility or share with other devices in a timely manner. These applications
include real-time monitoring systems such as disaster management, environmental
monitoring, and surveillance [43, references therein], which require timely-delivery
of information updates to a common ground station for better system performance,
to networked control systems like vehicular networks, where each vehicle broadcasts
status (position, velocity, steering angle, etc.) to nearby vehicles in real-time for
safety and collision avoidance [44].

Such networks may share the wireless spectrum withWiFi networks. For instance,
as mentioned earlier, the FCC in the US opened up 195 MHz of additional spectrum
for unlicensed devices in the 5.35− 5.47 GHz and 5.85− 5.925 GHz bands. The reg-
ulation prescribed sharing the latter, that is, the 5.85 − 5.925 GHz ITS band, used
for vehicular networking, with high throughput WiFi (802.11ac/802.11ax) devices,
leading to the possibility of coexistence between WiFi and vehicular networks [20].
Similarly, IoT devices like Unmanned Aerial Vehicles (UAVs), equipped with 802.11

a/b/g/n technology, operate in the 2.4 and 5 GHz bands in use by WiFi networks.
While the coexisting networks have the same spectrum access rights, the vehicular
nodes in the ITS band and the UAVs operating in the 2.4 and 5 GHz bands value in-
formation timeliness, whereas, the WiFi devices desire high throughputs. This novel
spectrum sharing scenario raises an interesting question of whether such networks
would prefer to cooperate or compete for spectrum access. In this part of the thesis,
we address this question using a game-theoretic approach.

We quantify freshness using the metric of age of information [45] and refer to
the network that cares about information timeliness as an age optimizing network
(AON) and to the network that desires high throughput as a throughput optimizing
network (TON). We use a game-theoretic approach to investigate the coexistence of
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an AON and a TON when both networks use a WiFi like CSMA/CA based medium
access, from a MAC layer perspective [46–48]. Several studies [49–53] have employed
game theory to study the behavior of nodes in wireless networks. However, these
studies have throughput as the payoff function. In contrast to throughput, age as a
payoff function has recently garnered attention [54–60]. In addition, [61–63] employed
repeated games in the context of coexistence, where the coexisting networks had
similar objectives. We use a repeated game-theoretic approach that model networks
as selfish players that aim to optimize their different utilities in the long run. While
the AON aims to minimize the average age of updates, a TON seeks to maximize its
throughput. We use the repeated game model to answer whether a simple coexistence
etiquette that enables cooperation between an AON and a TON is self-enforceable.
Specifically, we introduce a coordination device, which is a randomized signaling
device that allows the AON and the TON to access the spectrum in a non-overlapping
manner, that is, one at a time. The networks employ a grim trigger strategy when
cooperating, which has both the networks compete in all stages following a stage in
which a network disobeys the device. This ensures that the networks would disobey
the device only if competition were more beneficial than cooperation in the long run.

We employ the proposed etiquette to two practical medium access settings: (a)
collision slots are at least as large as successful transmission slots, which is, for ex-
ample true when networks use the basic access mechanism defined for the 802.11

MAC [64], and (b) collision slots are smaller than successful transmission slots,
which, for example holds for networks employing the Request To Send/Clear To
Send (RTS/CTS) based access mechanism [64]. Our analysis reveals that for both
medium access settings, while cooperation is self-enforceable when networks have a
small number of nodes, networks prefer competition when they grow in size.

Coexistence of Selfish Age Optimizing Nodes: Motivated by the distinct
behavior of age optimizing networks observed in the above study of the coexistence
of age and throughput optimizing networks and the growing interest in real-time
applications such as vehicular networking, where each vehicle desires to have timely
status information (position, velocity, etc.) about other vehicles in the network, we
consider spectrum sharing between nodes that care about the information timeliness.
We investigate the coexistence of such nodes from a MAC layer perspective. We
assume that each node accesses the spectrum using a slotted CSMA/CA based access
mechanism and would like to minimize the average age of its status information at
the other nodes. Age has previously been investigated for networks with multiple
users sharing a slotted system in [65–70]. Also, as mentioned earlier, [46–48, 54, 55]
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studied games with age as the payoff function. However, none of these works consider
competing nodes that value information timeliness and share the spectrum using a
slotted CSMA/CA based medium access. Specifically, we model the competition
between nodes for the shared spectrum as a non-cooperative one-shot multiple access
game parameterized by the age of every node and the medium access settings [71].
While the interaction for spectrum access is most realistically modeled as a repeated
game [72], it is important to understand the one-shot game and its equilibria first
before analyzing the repeated game. Therefore, we study the one-shot game played
by the nodes in a CSMA/CA slot.

We investigate the nodes’ equilibrium strategies when (a) collisions are longer
than successful transmissions, and (b) collision are shorter. For each setting, we
discuss how competing nodes that value timeliness share the spectrum and show that
access settings exert strong incentive effects. Specifically, our analysis reveals that
under decentralized decision making by nodes, while transmit is a weakly dominant
strategy when collisions are shorter, no dominant strategy exists when collisions are
longer. Also, for the latter we analytically derive the mixed strategy Nash equilibrium
(MSNE) for when the ages at the beginning of the slot satisfy certain conditions.

The rest of the thesis is organized as follows. In Chapter 2, we discuss in detail
the coexistence of White-Fi networks and licensed TV users in TV white spaces. We
formulate the optimization problem, propose a heuristic algorithm, and illustrate
our approach’s efficacy over hypothetical deployments of White-Fi networks coex-
isting with real TV networks. Next, in Chapter 3, we study the coexistence of age
and throughput optimizing networks. Specifically, we investigate a game-theoretic
approach to AON-TON coexistence, formulate the repeated game model with the
AON and the TON as players, propose a coexistence etiquette and explore the possi-
bility of cooperation between the networks under the proposed etiquette. Note that
since we investigate coexistence from a MAC layer perspective, we use MAC through-
put and throughput interchangeably througout the thesis. Lastly, in Chapter 4, we
study the coexistence of selfish age optimizing nodes that care about information
timeliness, formulate a non-cooperative multiple access game with nodes as players,
and investigate their equilibrium strategies for different medium access settings. We
conclude with a summary of our work in Chapter 5 and list the publications that
capture our contributions in Chapter 6.



Chapter 2

Coexistence of Licensed TV Users and
Unlicensed WiFi Devices

2.1 Problem Overview and Motivation

TVWS are spectrum licensed for TV broadcast that spectrum regulators, for exam-
ple, FCC [18] in the US and Ofcom [19] in Europe, have opened for use by unlicensed
secondary devices, with approaches prescribed to protect the incumbent TV network
from interference by the secondaries. TVWS include bands of 54− 698 MHz in the
United States and 470− 790 MHz in Europe.

White-Fi and Super-WiFi are used to refer to a network of secondary devices
that use IEEE 802.11 (WiFi) like PHY and MAC mechanisms. White-Fi cells may
be deployed indoors, with coverage of a few 100 meters, and outdoors, with coverage
as large as 5 km. Large cells may be used to provide internet access in sparsely
populated areas. They may also be desirable when the white space channels available
at a location are limited and do not allow for channelization and small cells.

In this chapter, we consider a citywide White-Fi network. Figure 2.1 provides
an illustration. The geographical region covered by the network is tessellated by
White-Fi cells. There are also multiple TV transmitters and receivers, with the
transmitters servicing locations in and around the White-Fi network. Transmissions
due to White-Fi nodes must not impair reception of TV broadcasts at TV receivers.
This requirement, as we explain next, leads to fluctuation in channel availability and
achievable White-Fi link quality as a function of location in a White-Fi network,
and makes the optimization of such networks distinct from that of traditional WiFi
networks operating in the 2.4 and 5 GHz unlicensed bands, which see homogeneity
in channel availability and achievable link quality.

8



CHAPTER 2. COEXISTENCE OF TV USERS AND WIFI DEVICES 9

TV
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TV
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TV
(27)
TX2

TV
(27)
RX2

TV
(28)
TX1

TV
(28)
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White-Fi Network

Figure 2.1: Illustration of a city-wide White-Fi network deployed in Columbus, Ohio, USA.
Three TV networks, operating on channels 27 and 28, are shown. For each TV network we
show the TV transmitter and a TV receiver. For example, on channel 28 we have TV (28)

TX1

and TV (28)
RX1

. Around each TV transmitter we show its region of service (solid colored). The
boundary of this region is the service contour of the transmitter. We also show the so-called
protection contour (dashed line) for each transmitter. It encloses a safety zone in addition
to the region of service of the transmitter. The contours were obtained from a database [2]
created using information from the FCC.

Heterogeneity in channel availability: The region serviced by a TV transmitter,
illustrated in Figure 2.1, is enclosed by its service contour. TV transmitters are
allocated channels such that they don’t create interference within each other’s service
contours. These channels are known a priori and may be obtained, for example,
from [73], which has US related data. In addition, to protect TV receivers from
interference due to transmissions by secondary devices, regulatory bodies disallow
a secondary from transmitting over channels being used by TV transmitters if the
secondary is within a certain geographic proximity of the TV transmitters. This
results in heterogeneous channel availability across locations in a city-wide White-Fi
network.

To exemplify, FCC [74] restricts transmissions over the so-called protected region
around a TV transmitter i.e. a TV channel is available for transmission by secondary
nodes at a location only if the location is outside the protected region of each TV
transmitter operating on that channel. The protected region, shown with a dashed
line in Figure 2.1, includes the region within the service contour and an additional
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Figure 2.2: (a) Channel availability in the city of Columbus in Ohio, USA over a White-Fi
network spread over an area of 4900 km2. Each pixel in the White-Fi network represents
a White-Fi cell covering an area of 25km2. Channel availability is computed for a scenario
where a channel is deemed available for a White-Fi cell if the cell lies outside the service
contour of every TV transmitter operating on that channel. (b) Link gains from locations
in the White-Fi cell (indexed 154 in (a)) to the TV receiver (solid blue square in (a))
located about 1 km away. (c) Link gains to locations in the White-Fi cell 154 from the
TV transmitter (solid black triangle in (a)) located at a distance of 15.7 km. All link gain
calculations assume a path loss model with an exponent of 3.

buffer to protect the TV receivers from secondary interference. Figure 2.2a shows
the resulting number of channels available, for transmissions by secondary nodes,
over an area of 4900 km2 in the city of Columbus, Ohio, USA. The availability varies
over a large range of 1− 10 channels.

Heterogeneity in achievable link quality: The link quality, specifically the signal-
to-interference-and-noise-ratio (SINR), of a White-Fi link is impacted by the TV
network in a two-fold manner. (a) Link SINR suffers due to interference from TV
transmitters operating on the same/interfering channel as that of the link. Specif-
ically, the larger the link gain between a TV transmitter and a White-Fi receiver,
the smaller is the SINR of the corresponding White-Fi link. (b) The larger the link
gain between a White-Fi transmitter and a TV receiver, the smaller the power the
transmitter is allowed to use on its link without unduly impacting reception at the
TV receiver.

Since White-Fi cells can be large in size, different locations within the same cell
may see very different link gains to TV transmitters and receivers. Figure 2.2b shows
the link gains from locations in a White-Fi cell of size 5 km × 5 km to a TV receiver
located at a distance of about 1 km. A spread of about 25 dB is observed. Figure 2.2c
shows link gains from a TV transmitter located at a distance of about 16 km from
the cell. We observe a spread of about 5 dB in gains. This heterogeneity in gains,
within a cell, to and from the TV network does not exist when the nodes are spread
over a very small region as is the case in traditional WiFi.
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The optimization problem: We investigate optimizing the MAC saturation (ev-
ery node always has a packet to send) throughput of a citywide White-Fi network.
Similar to traditional WiFi, nodes in a White-Fi cell use the DCF [64], which is a
CSMA/CA based MAC to gain access to the medium. We want to maximize the
MAC saturation throughput of the network under the constraint that reception at
TV receivers is not impaired. Specifically, we enforce that the maximum aggre-
gate interference that nodes in the White-Fi network create at any TV receiver is
within allowed limits. We optimize over assignments of channel, transmit power, and
medium access probability to nodes in the network. This allows us to adapt to the
aforementioned heterogeneities.

As a result of optimization, a node may be assigned one or more channel. In this
work, we assume that each node maintains a separate queue (in saturation condition)
for each assigned channel. A node contends with other nodes in the White-Fi cell for
each channel independently of the other assigned channels. However, the transmit
power allocated to a channel is not independent of the allocation to other channels
assigned to it. Specifically, each node in a White-Fi cell has a total power budget
which it splits across the assigned channels. This allows for a better allocation of the
available power budget, at every node, across assigned channels, given constraints on
interference that may be created at the TV receivers and interference from the TV
transmitters. In practice, this will require nodes to be able to use multiple orthogonal
channels simultaneously, say, using multiple radios or an SDR that can operate on
the assigned channels simultaneously.

Unlike our model, FCC regulations propose a simpler model of coexistence with
the TV network in which any secondary node outside the protected region can trans-
mit at its full power, as allowed for its device category [18]. Despite being conser-
vative, the regulations do not guarantee protection of the TV network from excess
aggregate interference that results from more than one node transmitting using the
allowed power. Unlike the FCC, Office of Communications (Ofcom), the communi-
cations regulatory authority in Europe [19], requires secondary transmit power to be
a function of location. This requirement is implicit in our constraint on aggregate
interference at a TV receiver. The aggregate interference is a function of the trans-
mit powers of the White-Fi nodes and their link gains to the TV receiver, where the
gains are a function of the locations of the TV receiver and the White-Fi nodes. In
fact, the White-Fi nodes that are assigned the same channel as the TV receiver may
be located across different cells. As a consequence, the aggregate interference budget
at the TV receiver is shared between nodes in different White-Fi cells.
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Authors in [24] assess the Shannon capacity of secondary links whereas we study
the DCF throughput of the White-Fi network. Also, there are prior studies such
as [36,39,75–79] that propose maximization of secondary network throughput under
aggregate interference and transmit power budget constraints. However, to the best
of our knowledge, this work is the first attempt to model and optimize the DCF
throughput of a multi-cell city-wide White-Fi network.

Our specific contributions are listed next.

• We formulate the problem of maximizing the DCF throughput of a multi-cell
White-Fi network under the constraint that the maximum aggregate interference
that White-Fi nodes create at TV receivers is within acceptable limits.

• We rework the saturation throughput model proposed by Bianchi in [64] to incor-
porate per node transmit power and data payload rates, per node access probabil-
ities, and an overhead rate used to communicate control packets that is not fixed
but results from the optimization of the White-Fi network.

• The throughput maximization is a non-linear optimization problem. We propose a
two-phase heuristic solution. In the first phase, we assign TV white space channels
to cells in the White-Fi network. In the second phase, we assign nodes in the cells
their payload transmission rates/transmit powers and access probabilities, over
each assigned channel.

• We demonstrate the efficacy of the proposed heuristic algorithm over hypothetical
deployments of White-Fi networks coexisting with real TV networks in the US
cities of Columbus, Ohio and Denver, Colorado. Together, these cities provide
good examples of heterogeneity in channel availability and link quality in the white
spaces. Surprisingly, while Columbus has higher channel availability as compared
to Denver, its network throughput is lower.

• Further, we compare our approach to a baseline that adheres to restrictions on
aggregate interference but allocates the same power and access probabilities to all
nodes in a cell, which makes it easier to implement in practice.

• Last but not the least, we quantify the reduction in the availability of white spaces
that may result from the use of FCC-like regulations when restrictions on aggregate
interference from White-Fi nodes must be enforced.

The rest of the chapter is organized as follows. Section 2.2 describes related works.
The network and the saturation throughput model are described in Section 2.3. This



CHAPTER 2. COEXISTENCE OF TV USERS AND WIFI DEVICES 13

is followed by the optimization problem in Section 2.4. The solution methodology
is described in Section 2.5. The setup of the hypothetical White-Fi networks and
results are respectively in Sections 2.6 and 2.7. Section 2.8 provides a discussion on
how our proposals can leverage the architecture proposed in 802.11af to enable use
of white spaces by secondaries. We conclude in Section 2.9.

2.2 Related Work

In preliminary work [21], we investigated optimization of DCF throughput of a single
White-Fi cell flanked by two TV networks. Authors in [23–26] and [27,28] have pro-
posed approaches for assessment of TVWS capacity under FCC and ECC regulations,
respectively. Contrary to [23–26], the authors in [29] advocate that FCC regulations
are stringent and must be replaced by spatially-aware rules for better utilization of
TVWS. Motivated by [29], this work focuses on leveraging heterogeneity in white
space availability and link quality to maximize the throughput of a citywide White-
Fi network. Also, while authors in [24–27] provide assessment of TVWS capacity at
any location (very short range communication), in this work we are interested in the
capacity of an outdoor White-Fi network comprising of long-range links.

In [21] we optimize the DCF throughput of a single cell White-Fi network under
aggregate interference and power constraint while leveraging heterogeneity in white
space signal quality only. In this work, we extend our previous work to study the
throughput optimization of a multi-cell White-Fi network. Our current approach
allow us to leverage heterogeneity in white space availability and quality both. The
proposed throughput maximization problem is cognizant of aggregate interference
constraint at the TV receivers. Modelling aggregate interference at a TV receiver
from a secondary network has been previously studied in [30–35]. In [37, 38, 80]
authors propose an approach for determining permissible transmit powers for sec-
ondary networks under aggregate interference constraints. Authors in [37] quantify
the capacity available to a secondary system under constraints on interference at the
TV receiver. In [81], authors propose to maximize the sum capacity of a secondary
network by setting the power limits for each white space device while limiting the
probability of harmful interference created at the primary network. While the afore-
mentioned works, [30–35,37,38], study cellular-like secondary systems, in this work,
we consider a WiFi-like secondary system.

Similar to this work, authors in [39–42] consider power control and channel al-
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location in networks operating in TV white spaces. Authors in [39] propose fair
spectrum allocation and capacity maximization for infrastructure-based secondary
networks operating in TVWS. They consider an overlay secondary system and de-
termine channel allocation and transmit powers according to licensed user activity.
Contrary to [39], we consider an underlay approach while ensuring the licensed user
(TV) is protected.

Authors in [40] propose an approach that maximizes the throughput of a cellular
secondary network while maintaining a required SINR for all TV receivers and re-
quires cooperation between secondary devices and TV networks. Authors in [41] use
the Nash bargaining solution to allocate power and channel to nodes of a secondary
network. Their network operates like an infrastructure mode WiFi network (clients
communicate via an access point). However, they don’t model WiFi throughput.
Also, they do not take into consideration the interference to/from the TV networks.
Authors in [42] propose a channel allocation/power control algorithm to maximize
the spectrum utilization of a cellular secondary network while protecting the licensed
users and ensuring a minimum SINR for each user in the secondary network. Au-
thors propose a dynamic interference graph based approach to attain the objective.
Authors in [82] propose a joint power and subcarrier allocation algorithm for sum
capacity maximization under a peak power constraint. Authors in [83] propose a
resource allocation scheme for Orthogonal frequency-division multiplexing (OFDM)-
based secondary network which includes power allocation, bit loading and sub-carrier
bandwidth sizing with the objective of maximizing secondary network throughput.

Authors in [36] propose throughput maximization of a WiFi like network in
TVWS under aggregate interference. Similar to this work they allow variable trans-
mit powers. However, they do not model the CSMA/CA based mechanism of the
DCF. Instead, they model WiFi link rates to be their Shannon rates. Authors in [84]
propose a white space wide area wireless network that extends WiFi like spectrum
sharing to TVWS. Unlike this work, they assume that nodes can transmit at their
maximum transmit powers. As a result they do not optimize the interplay between
the secondary users and the TV network.

Authors in [75] propose a learning algorithm for dynamic rate and channel se-
lection to maximize the throughput of a wireless system in white spaces. Authors
in [76] and [77], propose channel assignment techniques for maximizing throughput
of secondary networks in TVWS. Similar to this work, authors in [75–77] propose
throughput maximization of secondary networks in TVWS, however, they do not
consider the impact of aggregate interference from secondary users on TV receivers.
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Figure 2.3: We summarize the different link gains and rates. A White-Fi cell with nodes i,
i′, and j is shown. The TV network consists of a transmitter (large tower) TV TX k and a
receiver TV RX l (assumed to be operating in channel s). The gains gil from node i to the
TV receiver and qki from the TV transmitter to node i, are shown over the corresponding
links. Also, we show the link gain h

(s)
ii′ between nodes i and i′, over the channel s. All

nodes broadcast control overheads on channel s at rate R(s)
o defined in (2.4). Node i sends

its data payload to node i′ at rate R(s)
ii′ defined in (2.3).

Also, authors in [78] propose an admission control algorithm for Code-division mul-
tiple access (CDMA) networks which ensures Quality of Service (QoS) for underlay
secondary networks and protects TV receivers. While the constraints are similar
to this work, the objective of [78] is to ensure proportional and max-min fairness
for a CDMA network, whereas we focus on maximizing the DCF throughput of a
CSMA/CA based WiFi network.

In summary, while there exist several studies on maximization of secondary net-
work throughput under aggregate interference and power budget constraints, to the
best of our knowledge, this work is the first attempt to maximize throughput of a
CSMA/CA based citywide White-Fi network in which the secondaries can commu-
nicate over long distances.

2.3 Network Model

Let S be the set of white space channels. Our TV network, illustrated in Figure 2.1,
consists of TV transmitters and receivers that operate on channels in S. Let TV(s)

TX



CHAPTER 2. COEXISTENCE OF TV USERS AND WIFI DEVICES 16

and TV(s)
RX respectively be the set of TV transmitters and TV receivers operating on

channel s. A TV transmitter k has a known transmit power PTV
k . Our White-Fi

network operates over a geographical region that is tessellated by a setM of White-
Fi cells indexed 1, . . . ,M . We define N to be the set of all White-Fi nodes and Nm
to be the set of nodes in cell m. It follows that N = ∪Mm=1Nm. Also, a node must
belong to exactly one cell.

White-Fi nodes operating on a channel s will create interference at TV receivers
in TV(s)

RX and will suffer interference from the TV transmitters in TV(s)
TX. These

interference powers are a function of the link gains, respectively, between the TV
receivers and nodes, and the TV transmitters and nodes. Let qki be the link gain
between TV transmitter k and a White-Fi node i. Further, let gil be the link gain
between node i and TV receiver l. These gains are illustrated in Figure 2.3. In
practice, the knowledge of locations of the TV transmitters, receivers, and the White-
Fi nodes, together with a suitable path loss model, can be used to estimate them.

Let Sm ⊂ S be the set of white space channels available in the geographical region
covered by cell m. Further let Sm ⊂ Sm be the channels that are assigned for use
in the cell. While Sm is known a priori, for example from [73], Sm is obtained as a
result of the proposed throughput optimization. Let T (s)

m be the MAC throughput of
cell m on a channel s assigned to it. We define the MAC throughput Tm of the cell
m to be the sum of its throughputs on each channel assigned to it. The throughput
T of the White-Fi network is simply the sum of the throughputs of its M cells. We
have

Tm =
∑

s∈Sm

T (s)
m , (2.1)

T =
M∑

m=1

Tm. (2.2)

Next we detail the calculation of the throughput T (s)
m of cellm on an assigned channel

s.

Throughput of a cell on an assigned channel: A node in a cell will transmit
data payloads over all channels assigned to the cell. Let P (s)

i be the power with
which such a node i transmits its unicast data payload over channel s. Without loss
of generality, assume that a certain other node i′ in the cell is the destination for
i’s payload. Let the gain of the link between i and i′ over channel s be h(s)

ii′ (see
Figure 2.3). Note that i and i′ can communicate using all channels in the set Sm and
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the link gain h(s)
ii′ is a function of the channel s ∈ Sm under consideration. The data

payload rate R(s)
ii′ that may be achieved between i and i′, for a channel bandwidth of

B Hz and thermal noise of spectral intensity N0 Watts/Hz, is the Shannon rate of
the link and is given by

R
(s)
ii′ = B log2(1 + SINRii′) bits/sec, (2.3)

where SINRii′ =
h

(s)
ii′ P

(s)
i

BN0 +
∑

k∈TV(s)
TX
qki′PTV

k

.

The numerator of SINRii′ is the power received at node i′ from i. The denominator
is the sum of receiver noise power at i′ and the sum of interference powers received
from TV transmitters on the channel s. For any TV transmitter k on the channel,
the interference power is the product of its transmit power PTV

k and its link gain qki′
to the White-Fi receiver i′. Node i achieves the data payload rate R(s)

ii′ only for the
fraction of time it gets successful access to the medium.

All White-Fi nodes in a cell (set Nm for cell m) follow the IEEE 802.11 DCF for
medium access. We will enforce that all nodes in a cell can decode messages that help
regulate access to the medium, for example, Request-to-Send (RTS), Clear-to-Send
(CTS), and Acknowledgement (ACK), sent from any other node in the cell. We will
refer to such messages as overheads. So while a data payload sent by i to i′ at rate
R

(s)
ii′ may not be correctly decoded by a node other than i′, all overhead messages

sent by i must be correctly decoded by all nodes.

These overheads transmitted by node i can be correctly decoded by any other
node in the cell if they are sent at a rate not greater thanB log2(1+minj∈Nm,j 6=i SINRij).
In this work, for simplicity of exposition, we will assume that all nodes within a cell
m, use the same rate R(s)

o to send overheads. Note that this underestimates the
achievable throughput of the cell. The overhead rate is given by

R(s)
o = min

i∈Nm

B log2(1 + min
j 6=i
j∈Nm

SINRij). (2.4)

Next we will leverage the model for DCF proposed by Bianchi in [64] to calculate
the MAC saturation throughput T (s)

m of the network of nodes Nm in a cell. Nodes
are assumed to always have a packet to transmit.

A DCF slot during which no transmission takes place is called an idle slot. A
slot in which exactly one node transmits sees a successful transmission. A slot in
which more than one node transmits sees a collision and none of the transmitted
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packets are decoded successfully. Let τ (s)
i be the steady state probability with which

White-Fi node i accesses the wireless medium during a DCF slot for transmitting
its data payload, over channel s. The probability p(s)

succ,i that a transmission by i is
successful and the probability p(s)

idle that a slot is idle are, respectively,

p
(s)
succ,i = τ

(s)
i

∏

j∈Nm
j 6=i

(1− τ (s)
j ) and p(s)

idle =
∏

j∈Nm

(1− τ (s)
j ). (2.5)

Let idle slots be of duration σ. In practice, this is specified by the 802.11 standard.
Let L bits be the size of data payload in a packet transmitted by any White-Fi node
i. A slot that sees a successful transmission consists of the data payload, overhead
bits including packet headers, RTS/CTS, ACK, and overheads due to inter frame
spacings like DCF Interframe Space (DIFS). Let Obits be the number of overhead bits.
They are transmitted at the overhead rate R(s)

o defined in (2.4). The data payload
is transmitted by node i to its destination node i′ at rate R(s)

ii′ defined in (2.3). Let
Osec denote the frame spacing related overheads. Therefore, the total duration of a
successful transmission slot of node i is given by Tsucc,i = Osec +Obits/R

(s)
o + L/R

(s)
ii′ .

Finally, a slot that sees a collision has Lcol bits and Lcolsec time overheads. The
duration of a collision is given by Tcol = Lcol/R

(s)
o + Lcolsec. On use of RTS/CTS,

which we assume in this work∗, only RTS packets may collide. As a result, Tcol

is the same irrespective of which nodes’ transmissions were involved in a collision.
Following the analysis in [64], we can now calculate the time interval σ(s)

avg of an
average DCF slot in our cell, over channel s, as

σ(s)
avg = p

(s)
idleσ +

∑

i∈Nm

p
(s)
succ,iTsucc,i + (1− p(s)

idle − p(s)
succ)Tcol,

where p(s)
succ =

∑

i∈Nm

p
(s)
succ,i.

Note that p(s)
succ is simply the probability that a DCF slot sees a successful trans-

mission. We have an average of p(s)
succL payload bits transmitted successfully in the

network over an average slot of length σ(s)
avg. The throughput T (s)

m bits/sec can thus
∗The case when the network does not use RTS/CTS introduces variable length collisions, where
the length is a function of the data payload rates of the colliding transmissions. While, this can
be incorporated in the model, the resulting expression for the length of the collision slot becomes
unwieldy. Also, as is shown in [64], under saturation conditions the maximum throughput with
or without RTS/CTS is the same. In fact, using RTS/CTS is more desirable as it makes the
throughput less sensitive to small changes in access probability.
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be obtained as

T (s)
m =

p
(s)
succL

σ
(s)
avg

.

On the DCF model: The model proposed by Bianchi [64] assumes that all nodes
can decode control messages such as RTS, CTS, and ACK, sent from any other
node in the cell. This precludes the possibility of hidden nodes in the network.
There are many works that extend [64] to model the throughput in the presence of
hidden nodes. It is noteworthy that the extension in [85] uses the same basic form
of throughput as in [64] and is amenable to per node data payload rates and access
probabilities, and optimizable overhead rates. That said, the extension to hidden
nodes is non-trivial and we defer it to the future. Among other things, not all nodes
in the cell see the same set of hidden nodes. Importantly, the basic interplay between
the White-Fi network and the primary, which involves interference created by TV
transmitters at White-Fi nodes and the interference created by the nodes at TV
receivers, and the impact of interference on data payload and overhead rates in the
network, is captured well by the White-Fi network model we consider in this work.

2.4 Optimization Problem

We want to optimize the network throughput T , defined in (2.2). However, transmis-
sions by nodes in the White-Fi network must not impair TV reception. Specifically,
we will impose limits on the aggregate interference that White-Fi nodes may create
at TV receivers. In addition, we also impose (a) adjacent White-Fi cells must be
assigned orthogonal channels, (b) a finite power budget per node in the White-Fi
network, and (c) time fairness amongst White-Fi links in a cell.

Limits on aggregate interference: Recall that TV(s)
RX is the set of TV receivers

operating in channel s. Let l be a receiver in the set. A White-Fi node i transmits
in a DCF slot, over channel s, with probability τ (s)

i . As a result, the interference Iil
that the node i creates at l in any DCF slot is a Bernoulli random variable

Iil =




gilP

(s)
i w.p. τ (s)

i ,

0 otherwise.
(2.6)

Recall that gil is the link gain between node i and TV receiver l and P (s)
i is the power



CHAPTER 2. COEXISTENCE OF TV USERS AND WIFI DEVICES 20

used by i on channel s. The receiver l will suffer interference from all nodes that are
transmitting over channel s. These are the nodes that belong to cells that have been
assigned the channel s. The aggregate interference Il at l is

Il =
∑

m:s∈Sm

∑

i∈Nm

Iil.

In our earlier work on a single White-Fi cell [21], we had considered, separately,
limits on the maximum of the random variable Il and its expectation E[Il]. Since
the resulting qualitative insights were similar, in this work, we restrict our investi-
gation to limits on the maximum of Il. Let the desired limit on maximum aggregate
interference at TV receiver l be IMAXl. We require that the maximum aggregate
interference created by White-Fi nodes at any TV receiver l, operating on a channel s
assigned to any cell in the White-Fi network, not exceed IMAXl. Observe from (2.6)
that max(Iil) = gilP

(s)
i . Our desired constraint is given by the following system of

inequalities, one for each TV receiver.

max(Il) =
∑

m:s∈Sm

∑

i∈Nm

gilP
(s)
i ≤ IMAXl, ∀l ∈ TV(s)

RX,∀s ∈ ∪Mm=1Sm. (2.7)

Observe that the aggregate interference at a TV receiver results from nodes in
one or more White-Fi cells that are assigned the white space channel on which the
TV receiver operates. As a result, nodes in a cell cannot be assigned transmit powers
on a given channel independently of nodes in other cells that have been assigned the
same channel.

Channel assignment constraint: Let the M ×M matrix [A] = {aij} be the adja-
cency matrix of the cells in the White-Fi network. For any two cells m1,m2 ∈ M,
we have am1m2 = 1 if m1 and m2 are adjacent†, otherwise, am1m2 = 0. Nodes in cells
that are adjacent can interfere with each other’s transmissions. We require adjacent
cells to be assigned orthogonal channels. That is

Sm1 ∩ Sm2 = φ ∀m1,m2 s.t. am1m2 = 1. (2.8)

Power budget constraint: We assume that every White-Fi node has a total power
†Any two cells m1,m2 ∈ M are adjacent if the distance between the cells is ≤ d, where, d is the
distance at which the received power is 3 dB less than the noise floor. For a path loss exponent of
3, d = 2.59 km.
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budget of PT . The node may split this power over one or more assigned channels.
We require

∑

s∈Sm

P
(s)
i ≤ PT ∀i ∈ Nm,∀m ∈M. (2.9)

Time fairness constraint: Finally, we enforce time fairness across links on each
channel within a cell. That is, on an average, every link i in a cell spends the same
fraction of time transmitting a data payload successfully to its destination on an
assigned channel s. This constraint is essential to ensure that links with high link
quality don’t dominate access to the medium. Recall that the data payload is L
bits. The average fraction of time spent by a node i transmitting its data payload
successfully to a node i′ over an average slot σ(s)

avg is given by (p
(s)
succ,iL/R

(s)
ii′ )/σ

(s)
avg.

Given another node j transmitting to j′, to satisfy time fairness, we must satisfy the
conditions

(1− τ (s)
i )

τ
(s)
i

R
(s)
ii′ =

(1− τ (s)
j )

τ
(s)
j

R
(s)
jj′ , ∀i, i′, j, j′ ∈ Nm,∀s ∈ Sm,∀m ∈M. (2.10)

We want to maximize the throughput T of the White-Fi network, which is given
by equation (2.2), under the above defined constraints. Our optimization problem is

Maximize: T, subject to: (2.7), (2.8), (2.9), (2.10). (2.11)

Our variables of optimization are the sets Sm of channels assigned to cells m ∈ M,
the powers P (s)

i and medium access probabilities τ (s)
i assigned to any node i on any

channel s that is assigned to the node’s cell. This throughput maximization is a
non-linear optimization problem that is non-convex in the variables.

2.5 Solution Methodology

We propose a heuristic algorithm that carries out Channel Assignment followed by
Power and Access Probability Assignment.

• Channel Assignment: For each White-Fi cell, assign a set of channels from those
available to the cell such that adjacent cells are assigned orthogonal channels (con-
straint Equation (2.8)).

• Power and Access Probability Assignment: Assign transmit power and access prob-
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Algorithm 1 Channel Assignment
Data: M, [A], Sm, ∀m ∈M;
Result: Sm,∀m ∈M;
1: Set m1,m2, . . . ,mM such that d(m1) ≤ d(m2) . . . ≤ d(mM ), where m1, . . . ,mM ∈M;
2: while

⋃
m∈M Sm 6= φ do

3: for m = m1, . . . ,mM do
4: if Sm 6= φ then
5: s∗ ← arg maxs∈Sm γs;
6: Sm ← Sm ∪ s∗; . assign selected channel to cell
7: Sm ← Sm \ {s∗}; . remove assigned channel from list of available channels
8: UpdateChannelList(()s∗,m);
9: end if
10: end for
11: end while
12: function UpdateChannelList(s,m)
13: Am ← {m′ ∈M : amm′ = 1}; . get neighboring cells of cell m
14: A′m ← {m′ ∈ Am : s ∈ Sm′}; . get those neighboring cells with channel s in

available channel list
15: Sm′ ← Sm′ \ {s}, ∀m′ ∈ A′m;
16: end function

ability to every node in the White-Fi network, for each channel assigned to it, such
that constraints (2.7), (2.9), and (2.10) are satisfied.

2.5.1 Channel Assignment

The channel assignment problem can be modeled as a graph coloring problem [86].
We abstract the White-Fi network as an undirected graph G = (V,E) with set V of
vertices and E of edges. The White-Fi cells in the network are the vertices of the
graph and an edge exists between any two adjacent cells. We have, the set of vertices
V = M. Also, if am1m2 = 1 for cells m1,m2 ∈ M, then an edge between them is
in set E. White-Fi channels (colors) must be assigned to the cells such that no two
adjacent cells are assigned the same channel (color).

We would like to exploit the fact that the presence of the TV network causes
the link quality that may be achieved by nodes in cell m to differ over the set Sm
of available channels. To this end, given IMAXl is the limit on interference at TV
receiver l, we quantify the achievable link quality when using channel s available in
cell m as

γ(s)
m = min

i∈Nm,l∈TV(s)
RX

IMAXl/gil
(BN0 +

∑
k∈TV(s)

TX
qkiPTV

k )
. (2.12)
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where, the numerator IMAXl/gil is the maximum transmit power that node i in cell
m can use without exceeding the limit IMAXl on interference at l. Typically, since
other nodes may transmit over the channel, the transmit power that i will be able
to use will be smaller. The denominator consists of the sum of interference powers
received from all TV transmitters at node i together with the receiver noise at i.
Thus the ratio is the maximum SINR that node i can achieve in channel s, given TV
receiver l. The channel quality γ(s)

m is therefore the smallest SINR achieved by any
node on channel s in cell m, over all l ∈ TV(s)

RX.

Solving the graph coloring problem optimally is known to be NP-complete [87].
We propose a heuristic approach that is summarized in Algorithm 1. The algorithm
takes as input the set of cellsM, the adjacency matrix [A], and the set of available
channels Sm for each cell m. It returns the set of assigned channels for each cell.
Channel assignment is performed in multiple rounds. In every round (lines 3-10), we
assign channels to cells in ascending order of their degree‡. The degree d(m) of cell m
is the number of cells adjacent to it. That is d(m) =

∑
j∈M,j 6=m amj. In a round, cell

m is assigned a channel that has the largest γ(s)
m in the set Sm of channels available in

m. The chosen channel s∗ is added to the set of assigned channels Sm and removed
from Sm. It is also removed from the sets of available channels of all adjacent cells
of m (function UpdateChannelList in Algorithm 1). The algorithm repeats the
above in the next round in case there is at least one available channel in any cell in
the network (see condition in line 2).

2.5.2 Power and Access Probability Assignment

For every assigned channel s, we now assign transmit powers P (s)
i and access prob-

abilities τ (s)
i to all nodes i in cells that were assigned s. Let the vector of transmit

powers and access probabilities be P and Ψ, respectively. The elements of P are
P

(s)
i , for any node i in N and channel s in S. Likewise, the elements of Ψ are the
τ

(s)
i . If channel s is not assigned to a cell m, then for all nodes i in the cell P (s)

i = 0

and τ
(s)
i = 0. Further, T (Ψ,P) is the throughput (2.2) of the network when the

access probability and transmit power vectors are Ψ and P, respectively.

We split this assignment problem into the sub-problems of Power Initialization,
Solve for Access, and Solve for Power. Power Initialization gives us an initial power
allocation P0 that satisfies (2.7) and (2.9). Solve for Access finds the Ψ that solves
‡This method is similar to that in [88], in which the nodes obtain different rewards on different
channels, and would like to choose channels to optimize their rewards.
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Algorithm 2 Power and Access Probability Assignment
Result: Ψ∗,P∗;
1: iter ← 0;
2: Throughput(iter)← 0;
3: P0 ← Power Initialization; . Problem (2.13)-(2.14)
4: P∗ ← P0;
5: while true do
6: iter ← iter + 1;
7: Ψ∗ ← Solve for Access (P∗); . Problem (2.15)
8: P∗ ← Solve for Power (Ψ∗); . Problem (2.18)
9: Throughput(iter)← T (Ψ∗,P∗);
10: if |Throughput(iter)− Throughput(iter − 1)| < ε then
11: break;
12: end if
13: end while

the throughput optimization problem (2.11), for a power allocation P∗ that satis-
fies (2.7) and (2.9). Solve for Power finds a power allocation P that solves (2.11),
for an access probability assignment Ψ∗ obtained from Solve for Access. Having
found an initial power assignment, we iterate over Solve for Access, and Solve for
Power till the obtained throughput (2.2) is judged (empirically) to have converged.
Algorithm 2 summarizes the approach. We next describe the sub-problems.

2.5.2.1 Power Initialization

We want to initialize the vector of transmit powers such that (2.7) and (2.9) are
satisfied. We formulate a simplified problem to do the same. We proceed by assuming
that nodes in a cell take turns to transmit their data payloads. Further, during its
turn a node i in cell m transmits the data payload of L bits simultaneously using all
assigned channels. The resulting data payload rate is

∑
s∈Sm

R
(s)
ii′ . It also transmits

header and other overhead information at a rate R that is the smallest rate between
any two nodes in the cell. For cell m, we have R = mins∈Sm,i,i′∈Nm

R
(s)
ii′ , where R

(s)
ii′

was defined in (2.3). We will include all the time (Osec) and bit (Obit) overheads
that were included for a node when calculating the White-Fi cell throughput Tm
defined in (2.1). The time ti taken by node i’s unicast transmission (data payload

and overheads) to i′ is ti = L

(
∑
s∈Sm

R
(s)
ii′

)−1

+ Obits

R
+ Osec. Node i transmits a data

payload of L over a time of
∑

i∈Nm
ti, which is the time that is required for all nodes

in m to take their turn. Thus, the throughput of node i is L/
∑

i∈Nm
ti and that of

cell m is |Nm|L/
∑

i∈Nm
ti.
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The network throughput is
∑

m∈M |Nm|L/
∑

i∈Nm
ti. We want to solve for the

power vector that maximizes the network throughput under the sum power con-
straint given by (2.9), and the constraint (2.7) that limits the maximum aggregate
interference. The resulting convex optimization problem is given by

Maximize:
∑

m∈M

|Nm|L
(∑

i∈Nm

ti

)−1

, (2.13)

subject to: (2.7), (2.9). (2.14)

The optimizer is the initial estimate P0.

2.5.2.2 Solve for Access

We solve for a vector of access probabilities Ψ that maximizes the White-Fi network
throughput T defined in (2.2), for a given transmit power vector P∗ that is obtained
from either Power Initialization or Solve for Power. Such power vectors satisfy
constraints (2.7) and (2.9) for any Ψ. However, the time fairness constraint (2.10)
must be enforced. The optimization problem is

Maximize: T (Ψ,P∗), subject to: (2.10). (2.15)

Since the power vector is given, the problem (2.15) can be separated into maximizing
throughputs T (s)

m for each selection of cellm and channel s, where s is a channel in the
set of channels assigned to m. For every such selection of m and s, we must choose
access probabilities τ (s)

i , for every node i in cell m, such that T (s)
m is maximized. For

a selection of m and s, the maximization problem can be reduced to the following
minimization.

Minimize:
1− τ (s)

j

τ
(s)
j

σ +

(
Nm∏

k=1

(
R

(s)
kk′

R
(s)
jj′

+
1− τ (s)

j

τ
(s)
j

)
−

1− τ (s)
j

τ
(s)
j

)
Tcol, (2.16)

subject to: 0 ≤ τ
(s)
i ≤ 1. (2.17)

The reduction can be obtained by using the fairness constraint (2.10) to rewrite the
throughput T (s)

m of cell m on channel s in terms of the access probability τ (s)
j of node

j in the cell that has the smallest data payload rate R(s)
jj′ on s amongst all nodes in

the cell. The problem (2.16)-(2.17) is one of convex optimization. See Appendix A
for details. Solving the problem gives us the access probability τ (s)

j for the chosen
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Figure 2.4: Illustration of White-Fi networks deployed over an area of 4900 km2 in the
cities of (a) Denver and (b) Columbus. City centers are marked by a solid star. Each
White-Fi network comprises of 196 cells where each cell is spread over an area of 25 km2.
TV networks operating on different available channels are also shown. Each TV network
comprises of a TV tower (solid triangle) surrounded by service contour. For each tower,
we show a TV receiver (solid square) located on its service contour. The diagonal of the
shown maps is of length 800 km. (c) Illustration of afflicted TV receiver (solid blue squares)
locations on the service contour of TV transmitters operating on channel 24 in the city of
Denver. The solid black triangles are the TV transmitters (only two are seen in the figure).
Cells colored grey are the ones at which channel 24 is available. Each cell covers an area of
25 km2.

node j. This probability together with the fairness constraint (2.10) can be used to
calculate the corresponding access probabilities for all other nodes in the cell.

2.5.2.3 Solve for Power

Given a vector Ψ∗ that solves (2.15), we solve for a vector of transmit powers that
optimizes the network throughput. The optimization problem is

Maximize: T (Ψ∗,P), subject to: (2.7), (2.9), (2.10). (2.18)

The problem is non-convex in P. To show this, observe that the equality con-
straint (2.10) is non-linear in P.

2.6 Evaluation Methodology

We describe the White-Fi and TV networks that we used to evaluate our approach.

We considered hypothetical deployments of White-Fi networks over the cities of
Denver and Columbus in the United States. Each White-Fi network was deployed
over a square region of area 4900 km2 that covers the city. The region was tessellated
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by squares. Each square was considered to be a separate White-Fi cell. For the sake
of evaluation, we considered networks tessellated by cells of areas 12.25 (square of
length 3.5 km), 25, and 100 km2. These areas correspond to, respectively, 400, 196,
and 49 White-Fi cells in the White-Fi network. White-Fi networks tessellated by
cells of area 25 km2 and superimposed on the maps of the cities are shown in Fig-
ure 2.4. For a given channel availability and White-Fi node power budget, one would
expect throughput to deteriorate as the cell size increases. In practice, however, large
cell sizes may be desirable in sparsely populated areas with limited access to wired
backhaul connectivity to the Internet.

We simulated a total of 4900 White-Fi nodes that were split equally amongst
all cells. Nodes in each cell were distributed uniformly and independently of other
nodes. For every node in a cell, another node in the cell was chosen randomly as the
receiver of its data payload. Each node was assigned a total power budget PT = 0.1

W. This is also the maximum transmit power that FCC allows personal/portable
nodes operating outside the protected region of a TV transmitter. As we will show
later, nodes in cells close to TV networks operating on their assigned channels are
often unable to exhaust this assigned power budget. For the chosen cell sizes and
power budget, cells are adjacent if and only if they are physically adjacent (have a
common edge).

All cells use a bandwidth of 6 MHz centered around each assigned channel. For
this bandwidth, the 802.11 timing parameters were obtained by scaling, by a factor
of about 3, the parameters used in [64] for a WiFi network that uses 20 MHz of
bandwidth. The length of data payload was set to L = 8184 bits. All link gains were
calculated using a path loss propagation model with a path loss exponent of 3.

We obtained information about the TV networks in and around the region cov-
ered by the White-Fi networks from [73], [89], and [90]. Information such as TV
transmitter locations, their operating channel, and transmit powers, were obtained
from the FCC database [73]. Service contours were obtained from [89]. We used
them to create the protected region for every TV TX by following the guidelines
in [90]. We have compiled a database [2] that includes all the above information for
all TV transmitters in the US. Figures 2.4a and 2.4b show the resulting TV trans-
mitters, their service contours, and the channels in which they operate, for the cities
of Denver and Columbus, respectively.

We considered only TV channels in the set {21, . . . , 51} \ {37} for assignment to
White-Fi nodes. This is as per the FCC regulations for personal/portable devices.
These channels occupy the spectrum in the 512− 698 MHz range. We evaluated our
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approach for the following two ways of calculating channels available in a White-Fi
cell.

1. Exact FCC: A channel may be accessed by a node only if it lies outside the
protection region of all TV transmitters that operate on the channel.

2. Relaxed : A node may be inside the protection region. It must, however, be
outside the service contour of all TV transmitters on the channel.

While location information is available for TV transmitters, it is not available
for TV receivers. As a workaround, for each TV transmitter and White-Fi cell
assigned the channel on which the transmitter broadcasts, we placed a TV receiver
at a location deemed to be most afflicted by interference from nodes in the cell. At
such a location, the constraint (2.7) on aggregate interference is binding, for a fixed
limit IMAXl for all receiver locations l.

Given the path loss propagation model, this most afflicted receiver must lie on the
service contour of the TV transmitter. Further, we approximated the most afflicted
location by calculating for each vertex of the cell the point on the contour that is
closest to it. Among the four obtained points, we picked the point that has the
smallest distance from its corresponding vertex as the location of the most afflicted
receiver. The resulting locations of receivers operating on channel 24 in the city of
Denver are shown in Figure 2.4c.

In all evaluation, we assumed a limit on maximum interference IMAXl = −140 dB,
∀l. This was obtained by assuming that the TV receiver is tolerant to about 3 dB
increase in its noise floor [29]. In the following section, we compare our Proposed
approach detailed in Section 2.5 with a Baseline that doesn’t leverage the hetero-
geneity in available link quality, due to the presence of the TV network, within a
cell. Specifically, the Baseline allocates the same power and access probabilities to
all nodes in a cell on an assigned channel. This allocation may, however, vary over
channels assigned to the cell and over different cells. Both Baseline and Proposed
use the same channel assignment.

2.7 Results

We use our proposed approach to compare the White-Fi throughput obtained in the
cities of Denver and Columbus. We show how greater channel availability, i.e., a
larger number of channels available over area covered by the White-Fi network, in
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Figure 2.5: Network throughputs obtained by the Proposed method and the Baseline
for the hypothetical White-Fi deployments in Denver and Columbus shown in Figure 2.4.
We show throughputs for cell size choices of 12.25 and 25 km2, and channel availability
calculated using Exact FCC and Relaxed. The corresponding throughputs (kbps) for a
cell size of 100 km2 are 815, 644, 530, and 362 for Denver and 260, 197, 197, and 124 for
Columbus.

Columbus than in Denver doesn’t translate into larger throughput in Columbus due
to a much larger presence of TV transmitters in the city. We also show the throughput
achieved by the Baseline that makes power and access probability allocation within
a cell homogeneous and hence a lot simpler in practice. We end this section with
an estimate of loss of White-Fi coverage when White-Fi access is allowed by rules
akin to FCC regulations, wherein all nodes outside a certain region around a TV
transmitter are allowed to transmit using their full power budget of 100 mW.

2.7.1 Observations on Network Throughput

As a Function of Cell Size: Figure 2.5 shows the network throughputs (2.2), obtained
using the Proposed approach and the Baseline, for the cities of Denver and Columbus.
For both approaches and cities, the throughput reduces with increasing cell size. This
is because in larger cells, White-Fi nodes are typically farther apart and see smaller
link gains than in smaller cells. While the median link gains for a cell size of 12.25

km2 are about −90 dB, they are 10 dB less for a cell size of 100 km2. Note that, as
we will see later, channel assignment is not impacted by choice of cell size.

Baseline vs. Proposed: In both the cities, for different cell sizes, and the ap-
proaches of Exact FCC and Relaxed, the Proposed approach leads to large throughput
gains in the range of 40− 70% over Baseline.

Exact FCC vs. Relaxed: Now compare the throughputs obtained when using Ex-
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Figure 2.6: Distribution of the number of available ((a) and (b)) and assigned ((c) and
(d)) channels over the White-Fi networks in Denver and Columbus.

act FCC and Relaxed. The choice of Relaxed always leads to larger throughputs. For
a cell size of 12.25 km2 and the city of Denver, Relaxed leads to gains in throughput
of about 27% over the throughput obtained using Exact FCC. For Columbus, the
corresponding gains are about 36%. Similar gains in throughput are seen for larger
cell sizes too. In fact, even the Baseline approach leads to similar gains on using
Relaxed. Recall that Relaxed allows White-Fi nodes to utilize a channel as long as
the nodes are outside the service contour of the TV transmitter using the channel.
Exact requires nodes to be outside the protection region. That is the channel cannot
be used over a larger region. This impacts channel availability and, hence, chan-
nel assignment to White-Fi cells, and explains the observed reduction in network
throughput.

Channel Availability and Assignment: Figures 2.6a and 2.6b show for the cities
of Denver and Columbus, respectively, the distribution of the number of available
channels over area covered by the White-Fi network. For example, for a cell size
of 12.25 km2 and the city of Columbus, when using Relaxed, about 20% of the
area has exactly one available channel and about 60% has greater than 4 available
channels. Both Denver and Columbus have a larger average number of channels
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Figure 2.7: Empirical CDFs of (a) average aggregate interference from TV transmitters at
White-Fi nodes in a cell (b) aggregate interference at afflicted TV receivers from White-Fi
nodes in a cell (c) average SINR(dB) of nodes in a cell.

available per unit area when using Relaxed. Specifically, when using Relaxed, on an
average Columbus has 5 available channels as opposed to 3 when using Exact FCC.
The corresponding numbers for Denver are 2 and 1. This results in a larger number
of assigned channels, when using Relaxed, as shown in Figures 2.6c and 2.6d.

In Denver, more than 50% of the area under the White-Fi network, for both
Relaxed and Exact FCC, is not assigned any channel. Most cells in the remaining
area are assigned a single channel. This is explained by the fact that most cells
in the network have either channel 21 or 51 available and the channel assignment
constraint (2.8) must be satisfied. In Columbus, a smaller region suffers from out-
age. Especially under Relaxed, greater than 80% of the region is assigned at least
one channel and about 40% (for a cell size of 12.25 km2) is assigned two or more
channels. Again, the numbers of assigned channels are much smaller than the corre-
sponding numbers of available channels. Given the assignment constraint (2.8), this
is explained by the fact that the total number of unique available channels is just
12 and, as is seen in Figure 2.2a, cells with large numbers of available channels are
clustered together in space.

Network Throughput of Columbus is Smaller than that of Denver: As observed
above, when compared to Denver, a much smaller area of Columbus is starved of
white space channels and a larger percentage of area is assigned more than one chan-
nel. However, Columbus has a network throughput (see Figure 2.5) much smaller
than Denver. For example, for a cell size of 12.25 km2 and using Relaxed, the through-
put of Columbus, using Proposed, is about half that of Denver.

It turns out that while Columbus has more assigned channels on an average, it
also suffers significantly more due to a high density of TV networks (see Figures 2.4a
and 2.4b). Figures 2.7a-2.7c compare the impact of the TV networks on the White-Fi
networks in Denver and Columbus.
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Figure 2.7a shows the empirical cumulative distribution function (CDF) of ag-
gregate interference from TV transmitters averaged over White-Fi nodes in a cell,
for each of the two cities. For a cell that is assigned more than one channel, the
aggregate is chosen for an assigned channel on which it is the minimum. Nodes in
Columbus see aggregate interference that, on an average, is about 10 dB larger than
that seen by nodes in Denver.

Figure 2.7b shows the CDF of the aggregate interference created by White-Fi
nodes at afflicted TV receivers operating on the assigned channels that were selected
for Figure 2.7a. The CDF(s) for both the cities are similar, which says that the
TV receivers are as much of a constraint in Denver as in Columbus. This makes
us believe that the reduced throughput seen by Columbus is because of excessive
interference from TV transmitters. The impact of the TV transmitters and receivers
is summarized in Figure 2.7c that shows the CDF of SINR of White-Fi links, for
each of the two cities. Links in Columbus see SINR that is on an average about 7

dB smaller than SINR of links in Denver.

We end our observations on throughput by noting that channel availability re-
duces slightly with increasing cell size in Figures 2.6a and 2.6b. This is because a
channel is said to be available in a cell only if it is available in all of the area of the
cell. If assigned, such a channel may be used by any node in the cell. Our method
of calculating availability, however, has little or no impact on assignment. In fact,
the reduction in throughout with cell size is, as explained above, simply a result of
smaller link gains in larger cell sizes.

2.7.2 Insights into Gains from Using the Proposed Approach

We show how the Proposed approach adapts to heterogeneity in link quality because
of the TV network. We do so using cells that are assigned channel 21 in Denver
by Algorithm 1. The cells are of size 100 km2. Our observations remain the same
qualitatively, over other cell sizes and also Columbus.

Figure 2.8b shows the aggregate interference, from each of the cells assigned
channel 21, at the afflicted TV receiver in Figure 2.8a. Cells that are closer to the
TV receiver are responsible for larger aggregate interference and exhaust a significant
share of the interference budget that is available at the TV receiver without violation
of constraint (2.7). To exemplify, the aggregate interference seen from cell 36 at the
TV receiver is about −159 dB, while the interference from nodes in cell 2 is an
aggregate of −143 dB.
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Figure 2.8: (a) We show the cells (numbered) that are assigned channel 21 in Denver.
Each cell covers an area of 100km2. An afflicted TV receiver is shown adjacent to cell 2.
(b) Aggregate sum interference created at the TV receiver by each of the numbered cells.
(c) CDF of the power allocated to White-Fi nodes for three cells. CDF(s) are shown for the
Proposed method and the Baseline. (d) CDF of link gains between the White-Fi nodes and
the TV receiver for the three cells. (e) CDF of link gains between the White-Fi nodes and
the TV transmitter broadcasting on channel 21. The transmitter’s service contour (black
curve) is partly shown in (a). It is also the blue contour in Figure 2.4a. (f) CDF(s) of the
link gains between White-Fi nodes for the three cells.

Consider the cells numbered 2, 11, and 36, in Figure 2.8a. Cell 2 is very close to
the afflicted TV receiver and the service contour of the corresponding transmitter,
cell 11 is farther than 2, and cell 36 is the farthest. As shown in Figure 2.8d, this
results in larger link gains between the TV receiver and the White-Fi nodes in cell
2, than for nodes in cells 11 and 36. The proximity of nodes in 2 also leads to the
nodes see a larger spread (greater heterogeneity) of these link gains.

Figure 2.8e shows the distribution of link gains between the White-Fi nodes and
the TV transmitter. Given the large service region of the TV transmitter (radius
of 70.82 km), these link gains show a limited spread of about 2 dB for each of the
three cells. While the heterogeneity in gains within a cell is limited, the three cells
see different gains from the transmitter. Specifically, cell 36 sees gains on an average
about 6 dB smaller than cells 2 and 11. Finally, as shown in Figure 2.8f, the link gains
between White-Fi nodes in the cells, as one would expect, are similarly distributed.

The varied impact of the TV network on the cells is well adapted to by the
Proposed approach. Compare the distributions (Figure 2.8c) of power allocated to
nodes in the cells by the Proposed and the Baseline. As shown earlier, nodes in cell 2

have a large spread of link gains to the TV receiver. This leads to Proposed allocate a
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wide spread of transmit powers to them. The Baseline, on the other hand, allocates
all the nodes in the cell the same power. Nodes in cell 11 too see a spread in power
allocation on using Proposed. However, nodes in cell 36 are assigned powers very
similar to that assigned by Baseline. Their being far from the TV network leads all
nodes to see similar link gains to the TV receivers and also the transmitters.

This ability of Proposed, which we illustrated using the cells 2, 11, and 36, to
adapt power allocation to link gains between nodes in a cell and between nodes and
the receivers and transmitters of the TV network, explains the gains in throughput
achieved by Proposed over Baseline.

2.7.3 FCC Like Regulations

Since Proposed and Baseline allocate transmit power to nodes in a manner such
that interference constraints at TV receivers are not violated, nodes of a White-Fi
cell can use a TV channel as long as they are outside the service contour of any
TV transmitter broadcasting over the channel. FCC, instead, allows all nodes to use
their full transmit power budget of 100 mW as long as they are outside the protection
contour. That is FCC regulations protect the TV receiver by simply ensuring that
a separation distance is maintained between the afflicted receivers and the White-Fi
nodes. While this method is simple as it doesn’t require per node (Relaxed) or per cell
(Baseline) power allocation, it reduces the region over which white space channels
may be accessed by the White-Fi nodes. Also, a fixed separation distance can’t
ensure that the interference constraint at the TV receivers is satisfied for different
White-Fi node densities.

Figure 2.9 shows the separation distance (from the service contour) that must be
maintained for the constraints on maximum interference to be satisfied at the TV
receivers while all nodes in the network use a fixed power of 100 mW, as suggested by
FCC regulations. Note that the protection contour provides for a separation distance
of 11.1 km [90], which is not large enough for node densities larger than 1 node/km2

for Denver and for all chosen densities for the city of Columbus. Since aggregate
interference is only a function of the number of nodes in the White-Fi network,
the separation distance doesn’t change with cell size. In summary, the separation
distance, and hence the loss of coverage in white spaces, increases with increasing
node density. Also, this distance is significantly large.
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Figure 2.9: Minimum desired separation distance from the service contour for varying node
densities and a cell size of 12.25 km2. The distance for each density is an average calculated
over multiple White-Fi node placements generated for the density.

2.7.4 Comments on Fairness and Overhead Rate

Impact of the time fairness constraint: We illustrate the impact of time fairness
constraint (2.10) in Figure 2.10 by comparing (a) Proposed, (b) Baseline, and (c)
Proposed without the time fairness constraint being enforced. For each cell we define
fairness in time share and fairness in throughput, obtained by links within the cell.
We use Jain’s fairness index [91] to quantify fairness. The Jain’s fairness index is

defined as, J =
(
∑n

i=1 xi)
2

n
∑n

i=1 x
2
i
, where, n is the number of links in a cell. For computation

of fairness in time share, xi is the fraction of time
p
(s)
succ,iL/R

(s)

ii′

σ
(s)
avg

that the ith link spends
on a successful transmission over channel s. For fairness in throughput, xi is the

throughput
p
(s)
succ,iL

σ
(s)
avg

of the ith link.

As shown in Figure 2.10a, the throughput obtained per cell for Proposed without
time fairness is the largest. However, as shown in Figure 2.10b and Figure 2.10c, this
approach is highly unfair both in time share and throughput. This is because in the
absence of time fairness only the link with the highest link quality in a cell accesses
the medium while other links are starved. For the Baseline, as shown in Figure 2.10a,
it has the smallest per cell throughput and as shown in Figure 2.10b an average time
fairness of 0.55 (obtained by averaging the fairness indices across cells on the same
channel). However, as shown in Figure 2.10c, it is highly throughput fair. The high
throughput fairness in Baseline is because it assigns the same transmit power and
access probabilities to all nodes in a cell. Lastly, as shown in Figure 2.10b, the
Proposed approach has high time fairness, but has an average throughput fairness of
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Figure 2.10: (a) Per cell throughput. (b) Per cell time fairness. (c) Per cell throughput
fairness. Figure 2.10a-2.10b correspond to cells assigned channel 21 in the White-Fi network
in Denver with each cell covering an area of 12.25 km2. Results are shown for (i) Proposed
(ii) Baseline, and (iii) Proposed without fairness when using Relaxed.

0.43 across cells on the same channel (see Figure 2.10c).

Rate allocation and access probability assignment under fairness constraint: Fig-
ures 2.11c and 2.11d respectively show the rate and access probability assignment
for White-Fi nodes in cell 2. Nodes assigned larger data payload rates (because of
larger SINR) have larger access probabilities. This is because we optimize under the
constraint (2.10) of time fairness. For the case when all nodes have White-Fi links
with the same SINR to their destinations, we confirm that all nodes transmit at
the same rates and use the same access probability per channel. In fact, the access
probabilities are the same as those shown via simulation and approximate analysis
in [64].

Impact of Overhead Rate On Power Allocation: Recall from Section 2.3 that
White-Fi nodes transmit overheads at a rate that all nodes in their cell can decode.
Figure 2.11a shows the power allocation to nodes in the White-Fi cell marked 2 in
Figure 2.8a. Each node in the cell is colored in accordance with power allocated
to it. While the high power allocation to nodes that are far from the TV receiver
(nodes closer to (0, 0) in Figure 2.11a) is as per expectation given that such nodes
have smaller link gains to the TV receiver and transmitter, the high power allocation
to nodes that are closest to the TV receiver (nodes closer to (10, 10)) is explained by
the requirement of the overhead rate.

This rate is determined by the nodes in the White-Fi cell that are farthest from
each other. Allocating a small power to nodes that are close to TV receiver will make
the rate very small, which in turn will adversely affect the throughputs of all nodes
in the cell. Power allocation of the kind seen in Figure 2.11a is seen in cells in which
nodes are unable to use their entire power budget because of the constraint (2.7) on
aggregate interference.
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Figure 2.11: (a) Power allocated to White-Fi nodes, by the Proposed approach, in cell 2
of the White-Fi network shown in Figure 2.8a. (b) Power allocated as in (a), however, in
the absence of overheads defined in Section 2.3. (c) Rates allocated to the nodes in cell 2,
corresponding to the power allocated in (a). (d) Access probabilities assigned to the nodes
in cell 2.

Figure 2.11b shows the power allocation for the cell 2 when the number of over-
head bits is forced to zero. The lack of overhead bits makes the overhead rate
inconsequential. The resulting power allocation follows the familiar pattern [29] of
the allocation being larger at nodes that are farther from the TV receiver.

2.8 Discussion

The IEEE 802.11af standard [92] proposes an architecture that enables operation
of secondary networks in compliance with a multitude of regulatory mechanisms
designed to protect the TV network. Figure 2.12 shows the essential components of
the architecture and how the architecture can be leveraged to execute the proposed
algorithms. Each cell in the White-Fi network has a geolocation database-dependent
enabling (GDD-enabling [92]) access point (AP). While the AP is like any node in the
cell, unlike others, it has access to the geolocation database, which keeps updated
information about the TV network. The AP of every cell in the network sends
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Figure 2.12: Architecture, similar to the one proposed in 802.11af , that enables a White-
Fi network to use the white spaces. Each cell in the White-Fi network has an access point
(AP) that facilitates communication between other nodes in the network and a geolocation
database.

the White-Fi cell map (WCM), which consists of the locations of all nodes in the
cell, to the geolocation database. The database uses the TV network information
and the location information of the nodes as an input to the proposed algorithms.
The resulting channel, power, and access allocations are communicated to the access
points as the white space map (WSM) [92], which then communicate the same to
nodes in their respective cells. The time granularity at which the above exchange of
messages between the geolocation database and the nodes in the White-Fi cells can
take place will determine limits on mobility of the nodes in the cells and the ability
of the White-Fi network to adapt to changes in the TV network.

2.9 Conclusions

We modeled the saturation throughput of a multi-cell city-wide White-Fi network,
which is a WiFi like network that uses TV white spaces. Transmissions by nodes
in the White-Fi network must not impair reception at TV receivers. We captured
this requirement via limits on the aggregate interference that may be created by
the White-Fi network at the TV receivers. We proposed a method to optimize the
saturation throughput of the White-Fi network that was able to effectively lever-
age the heterogeneity in channel availability and quality in the white spaces. We
demonstrated the efficacy of our method using hypothetical deployments of White-
Fi networks amongst real TV networks in the cities of Denver and Columbus. We
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compared the proposed approach with a simpler to implement baseline and also FCC-
like mechanisms. Last but not the least, we outlined how the architecture proposed
by 802.11af could be used to execute the proposed approach.



Chapter 3

Coexistence of Age and Throughput
Optimizing Networks

3.1 Problem Overview and Motivation

The emerging IoT will require large number of (non-traditional) devices to sense and
communicate information (either their own status or that of their proximate environ-
ment) to a network coordinator/aggregator or other devices. Applications include
real-time monitoring for disaster management, environmental monitoring, industrial
control and surveillance [43, references therein], which require timely delivery of up-
dates to a central station. Another set of popular applications include vehicular
networking for future autonomous operations where each vehicular node broadcasts
a vector (e.g. position, velocity and other status information) to enable applications
like collision avoidance and vehicle coordination like platooning [44].

In many scenarios, such new IoT networks will use existing (and potentially
newly allocated) unlicensed bands, and hence be required to share the spectrum with
incumbent networks. For instance, the U.S. FCC recently opened up the 5.85−5.925

GHz band, previously reserved for vehicular dedicated short range communication
(DSRC) for use by high throughput WiFi, leading to the need for spectrum sharing
between WiFi and vehicular networks [20]. Figure 3.1 provides an illustration in
which a WiFi access point communicates with its client in the vicinity of a DSRC-
based vehicular network. Similarly, UAVs [43] equipped with WiFi technology used
for (wide-area) environmental monitoring will need to share spectrum with regular
terrestrial WiFi networks.

Networks of such IoT devices would like to optimize freshness of status. In our
work, we measure freshness using the age of information (AoI) [45] metric. AoI is a

40
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Figure 3.1: Example spectrum sharing scenario where a WiFi AP-client link shares the
5.85−5.925 GHz band with a DSRC-based vehicular network. The band previously reserved
for vehicular communication was recently opened by the FCC in the US for use by WiFi
(802.11ac/802.11ax) devices.

newly introduced metric that measures the time elapsed since the last update received
at the destination was generated at the source [45]. It is, therefore, a destination-
centric metric, and is suitable for networks that care about timely delivery of updates.
A typical example is the DSRC-based vehicular network shown in Figure 3.1, where,
each vehicle desires fresh status updates (position, velocity etc.) from other vehicles,
to enable applications such as collision avoidance, platooning, etc. Such networks,
hereafter referred to as AON will need to co-exist with traditional data networks such
as WiFi designed to provide high throughput for its users, hereafter, TON. This work
explores strategies for their coexistence using a repeated game theoretic approach.
For symmetry, we assume that both networks use a WiFi-like CSMA/CA based
medium access protocol. Each CSMA/CA slot represents a stage game whereby all
networks are assumed to be selfish players that optimize their own long-run utility.
While an AON wants to minimize the discounted sum average age of updates of
its nodes (at a monitor), a TON wants to maximize the discounted sum average
throughput.

We consider two modes of coexistence namely competition and cooperation. When
competing, as shown in Figure 3.2a, nodes in the networks probabilistically interfere



CHAPTER 3. COEXISTENCE OF AON AND TON 42

Stage 1 Stage 2 Stage n 
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MSNE in each stage 

Networks 
play MSNE 
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(a) Competitive Mode of Coexistence

AON accesses 

TON backs off 

AON backs off AON backs off 

TON accesses TON accesses 

Both AON and TON obey the recommendation of the coordination 
device and play optimal strategy in each stage 

Stage 1: Heads is 
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Stage 2: Tails is 
observed on tossing the 

coin. 

Stage n: Tails is 
observed on tossing the 

coin. 

(b) Cooperative Mode of Coexistence

Figure 3.2: Illustration of different modes of coexistence. (a) Networks compete and
probabilistically access the shared spectrum in every stage of the repeated game. (b)
Networks cooperate and cooperation is enabled using a coordination device which tosses a
coin in every stage of the repeated game and recommends the AON (resp. the TON) to
access the shared spectrum when heads (resp. tails) is observed on tossing the coin and the
TON (resp. the AON) to backoff.

with those of the other as they access the shared medium. We model the interaction
between an AON and a TON in each CSMA/CA slot as a non-cooperative stage
game and derive its MSNE. We study the evolution of the equilibrium strategy over
time, when players play the MSNE in each stage of the repeated game, and the
resulting utilities of the networks.

When cooperating, as shown in Figure 3.2b, a coordination device schedules the
networks to access the medium such that nodes belonging to different networks don’t
interfere with each other. The coordination device uses a coin toss in every stage
to recommend who between the AON and TON must access the medium during
the slot. Similar to the competitive mode, we define the stage game and derive the
optimal strategy that networks would play in a stage, if chosen by the device to
access the medium.

Next, we check whether networks prefer cooperation to competition over the long
run. To do so, we propose a coexistence etiquette, where, if in any stage a network
doesn’t follow the device’s recommendation, networks revert to using the MSNE for-
ever. In other words, if a network doesn’t cooperate in any stage, networks stop
cooperating and start competing in the stages thereafter. Such a strategy is com-
monly referred to as grim trigger [93] because it includes a trigger: once a network
deviates from the device’s recommendation, this is the trigger that causes the net-
works to revert their behavior to playing the MSNE forever. Figure 3.3 illustrates an
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Figure 3.3: Illustration of the proposed coexistence etiquette, where, the AON disobeys
the recommendation of the device in stage 2 such that the grim trigger comes into play,
and the networks revert to using the MSNE from stage 3 onward.

example scenario where the coexistence etiquette is employed. The AON disobeys
the recommendation of the device in stage 2 such that the grim trigger comes into
play, and networks revert to using the MSNE forever from stage 3 onward. One
would expect that grim trigger will have networks always obey the device if in fact
they preferred cooperation to competition in the long run. We identify when net-
works prefer cooperation by checking if the strategy profile that results by obeying
the device forms a subgame-perfect equilibrium (SPE) [93].

Further, we employ the proposed coexistence etiquette to two cases of practical
interest (a) when collision slots (more than one node accesses the channel leading to
all transmissions received in error) are at least as large as slots that see a successful
(interference free) data transmission by exactly one node, and (b) collision slots are
smaller than a successful data transmission slot. To exemplify, while the former holds
when networks use the basic access mechanism defined for the 802.11 MAC [64], the
latter is true for networks employing the RTS/CTS∗ based access mechanism [64].

We show that in both cases networks prefer cooperation when they have a small
∗In RTS/CTS based access mechanism, under the assumption of perfect channel sensing, collisions
occur only when RTS frames are transmitted, which are much smaller than data payload frames,
and hence a collision slot is smaller than a successful transmission slot.
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number of nodes. However, for large numbers of nodes, networks end up compet-
ing, as disobeying the coordination device benefits one of them. Specifically, when
collision slots are at least as large as successful transmission slots, the TON finds
competition more favorable, i.e., sees higher throughput, and the AON finds cooper-
ation more beneficial, i.e., sees smaller age, whereas, when collision slots are smaller
than successful transmission slot, the TON prefers cooperation and the AON com-
petition. Our analysis shows that in the former, occasionally the AON refrains from
transmitting during a slot. If competing, such slots allow the TON interference free
access to the medium. If cooperating, such slots are not available to the TON. Thus,
competing improves TON’s payoff. In contrast, in the latter, the AON sees benefit
in accessing the medium aggressively. Competition improves the AON payoff.

Next, in Section 3.2, we give an overview of related works. In Section 3.3 we
describe the network model. This is followed by Section 3.4 in which we discuss
the formulation of the non-cooperative stage game, derive the MSNE and analyze
the repeated game with competition. In Section 3.5 we discuss the stage game with
cooperation, derive the optimal strategies that networks would play and analyze
the repeated game. We describe the proposed coexistence etiquette in detail in
Section 3.6. Computational analysis is carried out in Section 3.7 where we describe
the evaluation setup and also state our main results. We conclude in Section 3.8.

3.2 Related Work

Recent works such as [20, 94–96] studied the coexistence of DSRC based vehicular
networks and WiFi. In these earlier works authors provided an in-depth study of
the inherent differences between the two technologies, the coexistence challenges
and proposed solutions to improve coexistence. However, the aforementioned works
looked at the coexistence of DSRC and WiFi as the coexistence of two CSMA/CA
based networks, with different MAC parameters, where the packets of the DSRC
network took precedence over that of the WiFi network. Also, in [20,94–96] authors
proposed tweaking the MAC parameters of the WiFi network in order to protect the
DSRC network. In contrast to [20, 94–96], in this work, we look at the coexistence
problem as that of coexistence of networks which have equal access rights to the
spectrum, use similar access mechanisms but have different objectives. While the
WiFi network (TON) aims to maximize throughput and the DSRC network (AON)
desires to minimize age.
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In [49–53] authors employed game theory to study the behavior of nodes in wire-
less networks. In [49] authors studied the behavior of competing users sharing a chan-
nel using Aloha and showed the existence of equilibrium that could be reached by the
users for given throughput demands. In [50] authors studied the selfish behavior of
nodes in CSMA/CA networks and proposed a distributed protocol to guide multiple
selfish nodes to operate at a Pareto-optimal Nash equilibrium. In [51] authors stud-
ied user behavior under a generalized slotted-Aloha protocol, identified throughput
bounds for a system of cooperative users and explored the trade-off between user
throughput and short-term fairness. In [52] authors analyzed Nash equilibria in mul-
tiple access with selfish nodes and in [53] authors developed a game-theoretic model
called random access game for contention control and proposed a novel medium
access method derived from CSMA/CA that could stabilize the network around a
steady state that achieves optimal throughput.

While throughput as the payoff function has been extensively studied from the
game theoretic point of view (see [49–53]), age as a payoff function has not garnered
much attention yet. In [97], the authors investigated minimizing the age of status
updates sent by vehicles over a carrier-sense multiple access (CSMA) network. The
concept was further investigated in the context of wireless networks in [98–101].
In [46,47,54–60,71] authors studied games with age as the payoff function. In [54–57],
authors studied an adversarial setting where one player aims to maintain the freshness
of information updates while the other player aims to prevent this. In [58], authors
formulated a two-player game to model the interaction between two transmitter-
receiver pairs over an interference channel in a time-critical system. The transmitters
desire freshness of their updates at their receivers and can choose their transmit
power levels. The Nash and Stackelberg strategies are derived and it is shown that
the Stackelberg strategy dominates the Nash strategy.

In [71] and [59], authors studied the coexistence of nodes that value timeliness of
their information at others and provided insights into how competing nodes would
coexist. In [71], authors proposed a one-shot multiple access game with nodes as
players, where each node shares the spectrum using a CSMA/CA based access mech-
anism. Authors investigated the equilibrium strategies of nodes in each CSMA/CA
slot when collision slots are shorter than successful transmissions, and when they are
longer. They showed that when collisions are shorter, transmit is a weakly dominant
strategy and when collisions are longer, no weakly dominant strategy exists and they
derived a mixed strategy Nash equilibrium. In [59], authors considered a distributed
competition mode where each node wants to minimize a function of its age and
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transmission cost and where network information such as the number of nodes in the
network and strategies is not available. Authors proposed a learning strategy for each
node that determines its transmit probability in each slot and depends on the cur-
rent empirical average of age and transmission cost. They showed that for a certain
set of parameters the proposed strategy converges to an equilibrium that is identi-
fied as the Nash equilibrium for a suitable virtual game. In [60], authors proposed
a Stackelberg game between an access point and its helpers for a wireless powered
network where the helpers contribute toward charging a sensor via wireless power
transfer. The access point would like to minimize a utility that includes the age of
information from the sensor, the power transferred by it to charge the sensor, and the
payments it makes to the helpers. The helpers benefit from the payments and bear
costs that result form transferring power. In [102], authors designed a mobile edge
computing enabled 5G health monitoring system for the Internet of Medical Things
(IoMT) to minimize the system-wide cost, which depends on medical criticality, age
of information, and energy consumption of health monitoring packets. The authors
divided the IoMT into two sub-networks, i.e., intra-WBANs and beyond-WBANs.
For the intra-WBANs, the authors formulated a cooperative game to minimize the
cost per patient. For the beyond-WBANs, where patients can choose to analyze
the information either at local devices or at edge servers, the authors formulated a
non-cooperative game and analyzed the Nash equilibrium.

In earlier work [46], we proposed a game theoretic approach to study the co-
existence of DSRC and WiFi, where the DSRC network desires to minimize the
time-average age of information and the WiFi network aims to maximize the average
throughput. We studied the one-shot game and evaluated the Nash and Stackelberg
equilibrium strategies. However, the model in [46] did not capture well the interac-
tion of networks, evolution of their respective strategies and payoffs over time, which
the repeated game model allowed us to capture in [47]. In [47], via the repeated
game model we were able to shed better light on the AON-TON interaction and how
their different utilities distinguish their coexistence from the coexistence of utility
maximizing CSMA/CA based networks. In this part of the thesis, starting with
modeling the interaction between an AON and a TON using a repeated game model,
we explore the possibility of cooperation between the networks.

In [103–105], authors considered the economic issues related to age in content
centric networks. In [103], authors studied the economic issues related to man-
aging age by taking sampling cost and competition between content platforms for
updates into consideration and modeled the interactions between selfish platforms
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as a non-cooperative game under various information scenarios. In [104], authors
studied the pricing mechanism design for fresh data and proposed a time-dependent
and a quantity-based pricing scheme. Authors showed that on an average optimal
quantity-based pricing is more profitable and incurs less social cost than optimal
time-dependent pricing. In [105], authors studied dynamic pricing that minimized
the discounted age and payment over time for the content provider.

Works such as [61–63] employed repeated games in the context of coexistence.
Since repeated games might foster cooperation, authors in [61] studied a punishment-
based repeated game to model cooperation between multiple networks in an un-
licensed band and illustrated that under certain conditions selfish behavior incur
negligible losses and whether the systems cooperate or not does not have much influ-
ence on the performance. Similar to [61], authors in [62] studied a punishment-based
repeated game to incorporate cooperation, however, they also proposed mechanisms
to ensure user honesty. Contrary to the above works, where coexisting networks have
similar objectives and the equilibrium strategies are static in each stage, networks in
our work have different objectives and the equilibrium strategy of the AON, as we
show later, is dynamic and evolves over stages.

3.3 Network Model

Let NA = {1, 2, . . . ,NA} and NT = {1, 2, . . . ,NT} denote the set of nodes in the
AON and the TON, respectively, that contend for access to the shared wireless
medium. Both AON and TON nodes use a CSMA/CA based access mechanism.
For the purposes of this section, network represents a group of nodes that contend
for the medium without reference to whether the nodes belong to the AON or the
TON. Contention for the shared wireless medium results in interference between
nodes which may cause transmitted packets to be decoded in error. The impact of
interference is often captured either by employing the SINR model [106] or by using a
collision channel model [50,53,64]. In this work, we employ a collision channel model.
Specifically, we assume that all nodes can sense each other’s packet transmissions and
model the CSMA/CA mechanism as a slotted access mechanism. A slot in which no
transmission is observed is an idle slot.In case exactly one node transmits a packet
in a slot, the transmission is always successfully decoded. If more than one node
transmits, none of the transmissions in the slot are successfully decoded and we say
that a collision slot occurred. We assume a generate-at-will model [107,108], wherein
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an AON node is able to generate a fresh update at will. The consequence of this
assumption is that a node that transmits a packet always sends a freshly generated
update (age 0 at the beginning of the transmission) in it.

Let pI be the probability of an idle slot, which is a slot in which no node transmits.
Let p(i)

S be the probability of a successful transmission by node i in a slot and let pS be
the probability of a successful transmission in a slot. We say that node i sees a busy
slot if in the slot node i doesn’t transmit and exactly one other node transmits. Let
p

(i)
B be the probability that a busy slot is seen by node i. Let pC be the probability

that a collision occurs in a slot. Let σI , σS and σC denote the lengths of an idle,
successful, and collision slot, respectively.

Next, we define the throughput of a TON node and the age of an AON node,
respectively, in terms of the above probabilities and slot lengths. We will detail the
calculation of these probabilities for the competitive and the cooperative mode in
Section 3.4 and Section 3.5, respectively.

3.3.1 Throughput of a TON node over a slot

Let the rate of transmission be fixed to r bits/sec in any slot. Define the throughput
Γi of any TON node i ∈ NT, in a slot as the number of bits transmitted successfully
in the slot. This is a random variable with probability mass function (PMF)

P [Γi = γ] =





p
(i)
S γ = σSr,

1− p(i)
S γ = 0,

0 otherwise.

(3.1)

Thus the throughput Γ̃i of node i is

Γ̃i = p
(i)
S σSr. (3.2)

The network throughput of the TON in a slot is

Γ̃ =
1

NT

NT∑

i=1

Γ̃i. (3.3)



CHAPTER 3. COEXISTENCE OF AON AND TON 49

∆i(t)

σS

∆i(0)

t1 t2 t3 tn tn+1t4 t5 t
σC σI σS

Figure 3.4: Sample path of age ∆i(t) of AON node i’s update at other AON nodes. ∆i(0)
is the initial age. A successful transmission by node i resets its age to σS. Otherwise its
age increases either by σS, σC or σI depending on whether the slot is a busy slot, a collision
slot or an idle slot. The time instants tn, where, n ∈ {1, 2, . . . }, show the slot boundaries.
In the figure, a collision slot starts at t1, an idle slot at t3, and a slot in which the node
i transmits successfully starts at tn. Note that while the age ∆i(t) evolves in continuous
time, stage payoffs (3.8), (3.9), (3.15), (3.16) are calculated only at slot (stage) boundaries.

We assume that the throughput in a slot is independent of that in the previous slots†.

3.3.2 Age of an AON node over a slot

Let ui(t) be the timestamp of the most recent status update of any AON node
i ∈ NA, at other nodes in the AON at time t. The status update age of node i at
AON node j ∈ NA \ i at time t is the stochastic process ∆i(t) = t − ui(t). Given
the generate-at-will model, node i’s age at any other node j either resets to σS if a
successful transmission occurs or increases by σI, σC or σS at all other nodes in the
AON, respectively, when an idle slot, collision slot or a busy slot occurs. Figure 3.4
shows an example sample path of the age ∆i(t). In what follows we will drop the
explicit mention of time t and let ∆i be the age of node i’s update at the end and
∆−i be the age at the beginning of a given slot.

The age ∆i at the end of a slot is thus a random variable with PMF conditioned
†Our assumption is based on the analysis in [64], where the author assumes that at each transmission
attempt, regardless of the number of retransmissions suffered, the probability of a collision seen
by a packet being transmitted is constant and independent.
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on age at the beginning of a slot, given by

P [∆i = δi|∆−i = δ−i ] =





pI δi = δ−i + σI,

pC δi = δ−i + σC,

p
(i)
B δi = δ−i + σS,

p
(i)
S δi = σS,

0 otherwise.

(3.4)

Using (3.4), we define the conditional expected age of AON node i as

∆̃i
∆
= E[∆i|∆−i = δ−i ].

= (1− p(i)
S )δ−i + (pIσI + pSσS + pCσC). (3.5)

The network age of AON at the end of the slot, is

∆̃ =
1

NA

NA∑

i=1

∆̃i. (3.6)

3.4 Competition between an AON and a TON

We define a repeated game to model the competition between an AON and a TON. In
every CSMA/CA slot, networks must contend for access with the goal of maximizing
their expected payoff over an infinite horizon (a countably infinite number of slots).
We capture the interaction in a slot as a non-cooperative stage game GNC, where
NC stands for non-cooperation or competition and derive it’s MSNE. The interaction
over the infinite horizon is modeled as the stage game GNC played repeatedly in every
slot and is denoted by G∞

NC
. Next, we discuss the games GNC and G∞

NC
in detail.

3.4.1 Stage game

We define a parameterized strategic one-shot game [72] GNC = (N , (Sk)k∈N , (uk)k∈N
, ∆̃−), where N is the set of players, Sk is the set of pure strategies of player k, uk
is the payoff of player k and ∆̃− is the additional parameter input to the game GNC

given by ∆̃− = (1/NA)
NA∑
i=1

∆−i .
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• Players: The AON and the TON are the players. We denote the former by A

and the latter by T. We have N = {A,T}.

• Strategy: Let T denote transmit and I denote idle. For an AON comprising of
NA nodes, the set of pure strategies is SA , S1×S2×· · ·×SNA

, where Si = {T , I},
∀i, is the set from which an action must be assigned to node i in the AON. That
is a pure strategy requires the AON to select for each node in the set NA either
transmit or idle. Similarly, for a TON comprising of NT nodes, the set of pure
strategies is ST , S1 × S2 × · · · × SNT

.

We allow networks to play mixed strategies. For the strategic game GNC define
Φk as the set of probability distributions over the set of strategies Sk of player
k ∈ N . A mixed strategy for player k is an element φk ∈ Φk, where φk is a
probability distribution over Sk. For example, for an AON with NA = 2, the
set of pure strategies is SA = S1 × S2 = {(T , T ), (T , I), (I, T ), (I, I)} and the
probability distribution over SA is φA, such that φA(sA) ≥ 0 for all sA ∈ SA and∑

sA∈SA φA(sA) = 1.

Note that the size of the set of pure strategies increases exponentially in the number
of nodes in the networks. In general, a PMF would assign probabilities to each
pure strategy in the set. That is the number of probabilities that a PMF must
capture increases exponentially in the number of nodes in the network. Given this
seemingly intractable space of PMF(s), in this work, we restrict ourselves to the
space of PMF(s) such that the mixed strategies of the AON are a function of τA and
that of the TON are a function of τT, where τA and τT, are the probabilities with
which nodes in an AON and a TON, respectively, attempt transmission in a slot‡.
As a result, the probability distribution for an AON with NA = 2, parameterized
by τA, is φA(τA) = {τ 2

A, τA(1−τA), (1−τA)τA, (1−τA)2}. Similarly, for a TON with
NT = 2, the probability distribution parameterized by τT, is φT(τT) = {τ 2

T, τT(1−
τT), (1− τT)τT, (1− τT)2}.

• Payoffs: We have NT throughput optimizing nodes that attempt transmission
with probability τT and NA age optimizing nodes that attempt transmission with
probability τA. As defined in Section 3.3, for the non-cooperative game GNC, let
pI,NC be the probability of an idle slot, pS,NC be the probability of a successful

‡This forces all nodes in a given network to have the same probability of access. We believe that
this is not too restrictive, given that nodes in a network have no intrinsic reason (they all can sense
each other’s transmissions and those of nodes in the other network, and contribute equally to the
network payoff) to experience a different access to the shared spectrum.
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transmission in a slot, p(i)
S,NC be the probability of a successful transmission by

node i, p(i)
B,NC be the probability of a busy slot seen by node i and pC,NC be the

probability of collision. We have

pI,NC = (1− τA)NA(1− τT)NT , (3.7a)

pS,NC = NAτA(1− τA)(NA−1)(1− τT)NT + NTτT(1− τT)(NT−1)(1− τA)NA ,

(3.7b)

p
(i)
S,NC =




τA(1− τA)(NA−1)(1− τT)NT , ∀i ∈ NA,

τT(1− τT)(NT−1)(1− τA)NA , ∀i ∈ NT,
(3.7c)

p
(i)
B,NC =





(NA − 1)τA(1− τA)(NA−1)(1− τT)NT

+ NTτT(1− τT)(NT−1)(1− τA)NA , ∀i ∈ NA,

(NT − 1)τT(1− τT)(NT−1)(1− τA)NA

+ NAτA(1− τA)(NA−1)(1− τT)NT , ∀i ∈ NT,

(3.7d)

pC,NC = 1− pS,NC − pI,NC. (3.7e)

Note that the probabilities (3.7a)-(3.7e) are independent of the specific node i
being considered. This is expected given the mixed strategies we are considering.
The probabilities (3.7a)-(3.7e) can be substituted in (3.1)-(3.2) and (3.4)-(3.5),
respectively, to calculate the network throughput (3.3) and age (3.6). We use
these to obtain the stage payoffs uT

NC
and uA

NC
of the TON and the AON. They

are

uT
NC

(τA, τT) = Γ̃(τA, τT), (3.8)

uA
NC

(τA, τT) = −∆̃(τA, τT). (3.9)

The networks would like to maximize their payoffs.

3.4.2 Mixed Strategy Nash Equilibrium

Figure 3.5 shows the payoff matrix when each network consists of a single node. As
stated in [109], every finite non-cooperative game has a MSNE. For the game GNC
defined in Section 3.4.1, a mixed-strategy profile φ∗(τ ∗A, τ ∗T) = (φ∗A(τ ∗A), φ∗T(τ ∗T)) is a
Nash equilibrium [109], if φ∗A(τ ∗A) and φ∗T (τ ∗T) are the best responses of player A and
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Figure 3.5: Payoff matrix for the game GNC when the AON and the TON have one node
each. We use negative payoffs for player A (AON), since it desires to minimize age. (a)
Shows the payoff matrix with slot lengths and AoI value at the end of the stage 1. (b)
Shows the payoff matrix obtained by substituting σS = σC = 1 +β, σI = β§, ∆1(0) = 1 +β
and β = 0.01. (T , T ), (T , I) and (I, T ) are the pure strategy Nash equilibria.

player T, to their respective opponents’ mixed strategy. We have

uT
NC

(φ∗A, φ
∗
T ) ≥ uT

NC
(φ∗A, φT ), ∀φT ∈ ΦT ,

uA
NC

(φ∗A, φ
∗
T ) ≥ uA

NC
(φA, φ

∗
T ), ∀φA ∈ ΦA,

where, φ∗(τ ∗A, τ ∗T) ∈ Φ and Φ = ΦT × ΦA is the profile of mixed strategy. Recall
that the probability distributions φA(τA) and φT(τT) are parameterized by τA and
τT, respectively. Proposition 1 gives the MSNE.

Proposition 1. The mixed strategy Nash equilibrium for the game GNC is given by
the probabilities τ ∗A and τ ∗T, where

τ∗A =





(1− τ∗T)(∆̃− −NA(σS − σI)) + NANTτ
∗
T(σS − σC)

(1− τ∗T)NA(∆̃− + (σI − σC)−NA(σS − σC)) + NANTτ∗T(σS − σC)
∆̃− > Θth,

1 ∆̃− ≤ Θth & Θth = Θth,1,

0 ∆̃− ≤ Θth & Θth = Θth,0.

(3.10a)

τ∗T =
1

NT
. (3.10b)

where, Θth = max{Θth,0,Θth,1}, Θth,0 = NA(σS − σI) − NANTτ
∗
T(σS−σC)

(1−τ∗T)
and Θth,1 =

NA(σS − σC).

Proof: The proof is given in Appendix B.1. �

§We set the values of σI, σS and σC based on the analysis of CSMA slotted Aloha in [110], where
the authors assume that idle slots have a duration β and all data packets have unit length. Nodes



CHAPTER 3. COEXISTENCE OF AON AND TON 54

1 2 5 10 50
0

0.2

0.4

0.6

0.8

1

NT

τ
∗ T

(a) TON access probability τ∗T

1 2 5 10
0

0.2

0.4

0.6

0.8

1

NA

τ
∗ A

 

 

NT = 2 NT = 5 NT = 10

(b) AON access probability τ∗A

2 5 10 50
0

0.05

0.1

0.15

0.2

0.25

NT

u
T
(τ

∗ A
,τ

∗ T
)

 

 

NA = 2 NA = 5 NA = 10

(c) TON stage payoff

2 5 10 50
−200

−150

−100

−50

0

NA

u
A
(τ

∗ A
,τ

∗ T
)

 

 

NT = 2 NT = 5 NT = 10

(d) AON stage payoff

Figure 3.6: Access probabilities and stage payoff of the TON and the AON for different
selections of NT and NA when networks choose to play the MSNE. The stage payoff corre-
sponds to ∆̃− = Θth,0 + σS, σS = 1 + β, σC = 2(1 + β), σI = β and β = 0.01.

Note in (3.10a) and (3.10b) that τ ∗A is a function of network age ∆̃− observed at
the beginning of the slot and the number of nodes in both the networks, whereas,
τ ∗T is only a function of number of nodes in the TON. The threshold value Θth can
either take a value equal to Θth,0 or Θth,1. For instance, when NA = 1, NT = 1, and
σS > σC, the threshold value Θth is equal to Θth,1 = (σS − σC) resulting in τ ∗A = 1.
In contrast, when σS < σC for NA = 1, NT = 1 the threshold value Θth is equal to
Θth,0 = ∞, and since ∆̃− ≤ ∞, τ ∗A in this case is 0. Note that while the parameter
τ ∗T corresponding to the TON is equal to 1, for all selections of σC, the AON chooses
τ ∗A = 1 when σS > σC, and τ ∗A = 0 when σS < σC. This is because when σS < σC the
increase in age due to a successful transmission by the TON, which has τ ∗T = 1, is
less than that due to a collision that would have happened if the AON chose τA = 1.
We discuss this in detail in Section 3.4.3.

A distinct feature of the stage game is the effect of self-contention and competition

in CSMA are allowed to transmit only after detecting an idle slot, i.e., each successful transmission
slot and collision slot is followed by an idle slot. Hence, σS = σC = (1 + β).
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on the network utilities¶. We define self-contention as the impact of nodes within
one’s own network and competition as the impact of nodes in the other network,
respectively, on the network utilities. Figure 3.6 shows the affect of self-contention
and competition on the access probabilities and stage payoffs. We choose ∆̃− =

Θth,0+σS as it gives τ ∗A ∈ (0, 1) (see (3.10a)). As shown in Figure 3.6a and Figure 3.6c,
while the access probability τ ∗T for the TON is independent of the number of nodes
in the AON, the payoff of the TON increases as the number of nodes in the AON
increase. Intuitively, since increase in the number of AON nodes results in increase
in competition, the payoff of the TON should decrease. However, the payoff of the
TON increases. For example, for NT = 2, as shown in Figure 3.6c, the payoff of the
TON increases from 0.2044 to 0.2451 as NA increases from 2 to 10. This increase is
due to increase in self-contention within the AON which forces it to be conservative.
Specifically, as shown in Figure 3.6b, the access probability τ ∗A decreases with increase
in the number of nodes in the AON. For NT = 2, τ ∗A decreases from 1 to 0.0001 as NA

increases from 1 to 50. This benefits the TON. Similarly as shown in Figure 3.6d,
as the number of TON nodes increases the payoff of the AON improves, since the
access probability of the TON decreases (see Figure 3.6a).

For the game GNC, when σS = σC, the access probabilities τ ∗A and τ ∗T are shown
in Corollary 1. They are independent of the number of nodes in the other network
and their access probability.

Corollary 1. Proof. The MSNE for the game GNC when σS = σC is obtained us-
ing (3.10a) and is given by

τ ∗A =





NA(σI−σS)+∆̃−

NA(σI−σC+∆̃−)
∆̃− > NA(σS − σI),

0 otherwise .
(3.11a)

τ ∗T =
1

NT

. (3.11b)

This equilibrium strategy of each network is also its dominant strategy. �

3.4.2.1 Discussion on Mixed Strategy Nash Equilibrium (MSNE)

The TON is indifferent to the presence of the AON. This can be explained via the
stage payoff of the TON given in (3.8). Clearly, the τT that optimizes the stage
payoff is independent of NA and τA.
¶We had earlier observed self-contention and competition in [46] where we considered an alternate
one-shot game and in [47] where we studied a repeated game with competing networks.
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One may intuitively explain the indifference of the TON to the presence of the
AON in the following manner. Recall that the TON has a node see a through-
put greater than zero only when the node transmits successfully. Else, it sees a
throughput of 0. We argue that there is no reason for the TON to choose an access
probability, in the presence of the AON, that is larger than what it would choose in
the absence of the AON. This is because a larger probability of access will simply
increase the self-contention amongst the nodes in the TON resulting in a larger frac-
tion of collision slots and a smaller throughput. In case, in the presence of the AON,
the TON chooses a smaller probability of access than it would choose in the absence
of the AON, its nodes will have fewer successful transmissions and will see more idle
slots and slots with successful transmissions by nodes in the AON. In summary,
choosing neither a larger nor a smaller probability of access than it would choose in
the absence of the AON increases the throughput of the TON.

Now consider the AON. It sees an increase in age in an idle slot, in a slot that sees
a successful transmission by the TON and a collision slot. A reduction occurs only if
a node in the AON transmits successfully. The equilibrium access probability of the
AON is impacted by the relative lengths of the collision and successful transmission
slots. When collision slots are shorter than successful transmission slots, the AON
picks larger probabilities of access and in fact may have its nodes transmit with
probability 1 (see (3.10a)). On the other hand, when the successful transmission
slots are smaller than collision slots, the AON picks relatively smaller probabilities
of access and in fact may have its nodes access with probability 0 (3.10a).

The above choices by the AON capture the fact that when competing for spec-
trum, the AON adapts to the TON by pushing for either relatively more collision
slots or more slots in which a node in the TON transmits successfully. For when the
length of a collision slot is equal to that of a successful transmission slot, the AON
is indifferent to any change in the balance between collision slots and slots in which
a node in the TON transmits successfully that occurs due to the competing TON.
The access probability of the AON becomes independent of NT and τT.

3.4.3 Repeated game

We consider an infinitely repeated game, defined as G∞
NC

, in which the one-shot
game GNC, where, players play the MSNE (3.10), is played in every stage (slot)
n ∈ {1, 2, . . . }. We consider perfect monitoring [72], i.e., at the end of each stage,
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Figure 3.7: Illustration of per stage access probability τ ∗k (k ∈ {A,T}) of the AON
and the TON when (a) σC = 0.1σS, (b) σC = σS, and (c) σC = 2σS. The results
correspond to NA = 5,NT = 5, σS = 1 + β, σI = β and β = 0.01.

all players observe the action profile chosen by every other player.‖

The essential components of a repeated game include the state variable, the con-
stituent stage game, and the state transition function. For our repeated game G∞

NC
,

the state at the beginning of stage n consists of the ages ∆−i (n), at the beginning of
the stage, for all nodes i in the AON. The constituent stage game is the parameterized
game GNC, defined in Section 3.4.1, where in the parameter at the beginning of stage

n is ∆̃−(n), which, given the definition in Section 3.4.1, is ∆̃−(n) = (1/NA)
NA∑
i=1

∆−i (n).

The ages ∆i(n) at the end of a stage (which is also the beginning of the next stage),
given ∆−i (n), for all nodes i in the AON, are governed by the conditional PMF given
in Equation (3.4), with the probabilities of idle, successful transmission, busy, and
collision in the equation, appropriately substituted by those corresponding to the
stage game and given by (3.7a)-(3.7e).

Player k’s average discounted payoff for the game G∞
NC

, where k ∈ N is

Uk
NC

= Eφ

{
(1− α)

∞∑

n=1

αn−1uk,n
NC

(φ)

}
, (3.12)

where, the expectation is taken with respect to the strategy profile φ, uk,n
NC

(φ) is
player k’s payoff in stage n and 0 < α < 1 is the discount factor. A discount factor α
closer to 1 means that the player values not only the stage payoff but also the impact
of its action on payoffs in the future, i.e., the player is far-sighted, whereas α closer to
0 means that the player is myopic and values more the payoffs in the short-term. By
substituting (3.8) and (3.9) in (3.12), we can obtain the average discounted payoffs
UT
NC

and UA
NC

, of the TON and the AON, respectively.

‖We leave the study of more realistic assumptions of imperfect and private monitoring to future
work.
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Figure 3.7 shows the access probabilities of the TON and the AON for the re-
peated game G∞

NC
when (a) σS > σC (see Figure 3.7a), and (b) σS ≤ σC (see

Figure 3.7b for σS = σC and Figure 3.7c for σS < σC). We set NA = NT = 5,
σS = 1 + β, σC = 0.1σS, σI = β and β = 0.01. As a result, the threshold values
in (3.10a), i.e., Θth,0 and Θth,1, are −0.6812 and 4.5450, respectively, resulting in
Θth = max{Θth,0,Θth,1} = 4.5450. Since Θth,0 and Θth,1 are independent of ∆̃−

(see Proposition 1), the resulting Θth is constant across all stages of the repeated
game G∞

NC
. As a result, as shown in Figure 3.7a, τ ∗A = 1 for n ∈ {1, . . . , 36} since

∆̃−(n) < 4.5450. However, for n = 37, τ ∗A = 0.9295 as ∆̃−(37) = 4.6460 exceeds
the threshold value. Similarly, the threshold value in (3.11a), when σS = σC, is
NA(σS − σI) = 5. As a result, as shown in Figure 3.7b, nodes in the AON access the
medium with τ ∗A ∈ (0, 1) in any stage n only if the network age in the (n− 1)th stage
exceeds the threshold value, i.e., ∆̃−(n) > 5, otherwise τ ∗A = 0.

Note that when σS ≤ σC, nodes in the AON as shown in Figure 3.7b and Fig-
ure 3.7c, occasionally refrain from transmission, i.e., choose τ ∗A = 0 during a stage.
In contrast, when σS > σC, nodes in the AON as shown in Figure 3.7a, often access
the medium aggressively, i.e., with τ ∗A = 1 during a stage. Such a behavior of nodes
in the AON is due to the presence of the TON. As the length of the collision slot
decreases, the impact of collision on the age of the AON reduces. If nodes in the
AON choose to refrain from transmission, the network age of the AON will depend
on the events – successful transmission, collision or idle slot, happening in the TON.
Whereas if nodes in the AON choose to transmit aggressively with τ ∗A = 1, the net-
work age of the AON would only be impacted by the collision slot. For instance, for
a coexistence scenario with NA = NT = 5, σS = 1 + β, σC = 0.1σS, σI = β, β = 0.01

and ∆̃− = σS, if τA = 0, the network age in the stage computed using (3.6) is 1.4535,
whereas, if τA = 1, the network age is 1.1110. As a result, due to reduced impact
of collision, nodes in the AON choose to contend with the TON aggressively for the
medium and transmit with τ ∗A = 1 during a stage.

3.5 Cooperation between an AON and a TON

Consider the 2-player one-shot game shown in Figure 3.5b. Figure 3.8 shows the
convex hull of payoffs corresponding to it. The game has three pure strategy Nash
Equilibria, i.e., (T , T ), (T , I) and (I, T ), which have, respectively either both the
networks transmit or one of them transmit and the other idle. The corresponding
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Figure 3.8: The convex hull of payoffs for the 2-player one-shot game (see Figure 3.5b).

MSNE is given by φ∗A = {1, 0} and φ∗T = {1, 0}. Both networks transmit with
probability 1.

Now suppose that the players cooperate and comply with the recommendation of
a coordination device, which probabilistically chooses exactly one player to transmit
in a stage while the other idles. Say, with probability 0.5, the device recommends
that the AON transmit and the TON stays idle. The expected payoff of the AON is
(−1.01× PR − 2.02× (1− PR)) = −1.515 and that of the TON is (0× PR + 1.01×
(1− PR)) = 0.505, which is more than what the AON and the TON would get had
they played the MSNE, i.e., payoffs of −2.02 and 0, respectively.

As exemplified above, players may achieve higher expected one-shot payoffs in
case they cooperate instead of playing the MSNE (3.10). This motivates us to enable
cooperation between an AON and a TON in the following manner. Consider a
coordination device that picks one of the two networks to access (A) the shared
spectrum in a slot and the other to backoff (B). To arrive at its recommendation,
the device tosses a coin with the probability of obtaining heads (H), P[H] = PR, and
that of obtaining tails (T), P[T] = (1 − PR). In case H (resp. T) is observed on
tossing the coin, the device picks the AON (resp. the TON) to access the medium
and the TON (resp. the AON) to backoff.

Note that the recommendation of the device allows interference free access to the
spectrum and eliminates the impact of competition, leaving the networks to deal with
self-contention alone. We assume that the probabilities and the recommendations
are common knowledge to players.
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3.5.1 Stage game with cooperating networks

We begin by modifying the network model defined in Section 3.3 to incorporate
the recommendation of the coordination device PR. The AON gets interference free
access to the spectrum with probability PR. Let τ̂A denote the optimal probability
with which nodes in the AON must attempt transmission, given that the AON has
access to the spectrum. Let τ̂T be the corresponding probability for the TON.

Proposition 2. The optimal strategy of the one-shot game GC when networks co-
operate is given by the probabilities τ̂A and τ̂T . We have

τ̂A =





∆̃− −NA(σS − σI)

NA(∆̃− + (σI − σC)−NA(σS − σC))
∆̃− > Θth,

1 ∆̃− ≤ Θth & Θth = Θth,1,

0 ∆̃− ≤ Θth & Θth = Θth,0.

(3.13a)

τ̂T =
1

NT
. (3.13b)

where, Θth = max{Θth,0,Θth,1}, Θth,0 = NA(σS − σI) and Θth,1 = NA(σS − σC).

Proof: The proof is given in Appendix B.2. �

Similar to (3.10a), the optimal strategy τ̂A (3.13a) of the AON in any slot is a
function of ∆̃−. However, in contrast to (3.10a), in the cooperative game GC, τ̂A is
a function of only the number of nodes in its own network, since the coordination
device allows networks to access the medium one at a time. Similarly, the optimal
strategy τ̂T of the TON is a function of the number of nodes in its own network and
is independent of the number of nodes in the AON. The threshold value Θth can
either take a value equal to Θth,0 or Θth,1. For instance, when NA = 1, NT = 1 and
σS = σC, Θth takes a value equal to Θth,0 = (σS − σI), and the AON chooses τ̂A = 1.

As defined in Section 3.3, for the cooperative game GC, let pI,C be the probability
of an idle slot, pS,C be the probability of a successful transmission in a slot, p(i)

S,C be
the probability of a successful transmission by node i, p(i)

B,C be the probability of a
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busy slot and pC,C be the probability of collision. We have

pI,C = PR(1− τ̂A)NA + (1− PR)(1− τ̂T )NT , (3.14a)

pS,C = PRNAτ̂A(1− τ̂A)(NA−1) + (1− PR)NTτ̂T (1− τ̂T )(NT−1), (3.14b)

p
(i)
S,C =





PRτ̂A(1− τ̂A)(NA−1), ∀i ∈ NA,

(1− PR)τ̂T (1− τ̂T )(NT−1), ∀i ∈ NT,
(3.14c)

p
(i)
B,C =





(1− PR)NTτ̂T (1− τ̂T )(NT−1)

+ PR(NA − 1)τ̂A(1− τ̂A)(NA−1), ∀i ∈ NA,

(1− PR)(NT − 1)τ̂T (1− τ̂T )(NT−1)

+ PRNAτ̂A(1− τ̂A)(NA−1), ∀i ∈ NT,

(3.14d)

pC,C = 1− pS,C − pI,C. (3.14e)

By substituting (3.14a)-(3.14e) in (3.3) and (3.6), we can obtain the stage utility
of the TON and the AON, defined in (3.8) and (3.9), respectively, when networks
cooperate.

uT
C

(τ̂A, τ̂T ) = Γ̃(τ̂A, τ̂T ), (3.15)

uA
C

(τ̂A, τ̂T ) = −∆̃(τ̂A, τ̂T ). (3.16)

The networks would like to maximize their payoffs.

3.5.2 Cooperating vs. competing in a stage

We consider when both networks find cooperation to be beneficial over competition
in a stage game. That is uT

C
(τ̂A, τ̂T ) ≥ uT

NC
(τ ∗A, τ

∗
T) and uA

C
(τ̂A, τ̂T ) ≥ uA

NC
(τ ∗A, τ

∗
T).

Using these inequalities, we determine the range of PR, given in (3.17), over which
networks prefer cooperation in the stage game.

∆̃−p
(i)
S,NC − (σI − σC)(pI,NC − (1− τ̂T )NT )

− (σS − σC)(pS,NC −NT τ̂T (1− τ̂T )NT−1)

∆̃−τ̂A(1− τ̂A)NA−1 − (σI − σC)((1− τ̂A)NA − (1− τ̂T )NT )
− (σS − σC)(NAτ̂A(1− τ̂A)NA−1 −NT τ̂T (1− τ̂T )NT−1)

≤ PR ≤ 1− (1− τ∗A)NA

(3.17)

Consider when NA = 1 and NT = 1. The range of PR in (3.17) depends on the
length σC of the collision slot. As discussed earlier in Section 3.4, when networks
compete and σS ≥ σC, τ ∗A = τ ∗T = 1, whereas, when σS < σC, τ ∗A = 0 and τ ∗T = 1. In
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Figure 3.9: Illustration of per stage access probability τ̂k (k ∈ {A,T}) of the AON
and the TON, as a function of the stage, obtained from an independent run when
(a) σC = 0.1σS, (b) σC = σS, and (c) σC = 2σS. The results correspond to NA =
5,NT = 5, σS = 1 + β, σI = β, β = 0.01 and PR = 0.5.

contrast, when NA = 1 and NT = 1, irrespective of the length of collision slot σC,
when networks cooperate, τ̂A = 1 and τ̂T = 1. As a result, cooperation is beneficial
for PR ∈ [0, 1] when σS ≥ σC, and only beneficial at PR = 0 when σS < σC. This is
because when σS ≥ σC, while networks see a collision when they compete, they see
a successful transmission if they choose to cooperate. In contrast, when σS < σC,
since the AON chooses not to access the medium when networks compete, the TON
gets a competition free access to the medium and hence always sees a successful
transmission. As a result, the TON suffers from cooperation unless the AON doesn’t
get a chance to access the medium, which is when PR = 0. Note that while the
analysis for NA = 1 and NT = 1 as discussed above, is simple, (3.17) becomes
intractable for NA > 1 and NT > 1. Hence, we resort to computational analysis and
show that as the number of nodes increases, when σS ≤ σC, cooperation is beneficial
only at PR = 0, whereas, when σS > σC, it is beneficial only for higher values of PR,
i.e., for PR close to 1. We discuss this in detail in Section 3.7.

3.5.3 Repeated game with cooperating networks

We define an infinitely repeated game G∞
C

given the coordination device PR. The
course of action followed by the networks is: Players in the beginning of stage n re-
ceive a recommendation Rn ∈ {H,T} from the coordination device PR and, following
on the recommendation, the players either access (A) the shared spectrum or backoff
(B). We define the strategy profile of players in stage n as

an =





(A,B) if Rn = H,

(B,A) if Rn = T.
(3.18)
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The evolution of ages, as the players go from playing one stage to another in the
repeated game, is governed by the conditional PMF given in Equation (3.4), with
the probabilities of idle, successful transmission, busy, and collision in the equation,
appropriately substituted by those corresponding to the cooperation stage game and
given by (3.14a)-(3.14e).

We have player k’s average discounted payoff for the game G∞
C
, where k ∈ N is

Uk
C

= Eφ

{
(1− α)

∞∑

n=1

αn−1uk,n
C

(φ)

}
, (3.19)

where the expectation is taken with respect to the strategy profile φ, uk,n
C

(φ) is player
k’s payoff in stage n and 0 < α < 1 is the discount factor. By substituting (3.15)
and (3.16) in (3.19), we can obtain the average discounted payoffs UT

C
and UA

C
, of

the TON and the AON, respectively.

Figure 3.9 shows the access probabilities of TON and AON for the repeated game
G∞
C

when (a) σS > σC (Figure 3.9a), and (b) when σS ≤ σC (Figure 3.9b corresponds
to σS = σC and Figure 3.9c corresponds to σS < σC) . The results correspond to
AON-TON coexistence with NA = NT = 5 and PR = 0.5.

In contrast to the repeated game in Section 3.4.3 where nodes in the AON choose
to occasionally access the medium aggressively when σS > σC, in the repeated game
G∞
C
, nodes in the AON as shown in Figure 3.9, irrespective of the length of collision

slot, never access the medium aggressively, i.e., do not choose τ̂A = 1, instead they
occasionally refrain from transmission and choose τ̂A = 0 during a stage. This is due
to the absence of competition from the TON when networks obey the recommenda-
tion of the coordination device. In the absence of competition from the TON when
the coordination device chooses the AON to access and the TON to backoff, if the
nodes in the AON refrain from transmission (that is access with τ̂A = 0), the age
of the AON only increases by the length of an idle slot. Since the benefit of idling
surpasses that of contending aggressively, nodes in the AON occasionally choose to
refrain from transmission irrespective of the relative length of collision slot.

3.6 The Coexistence Etiquette

The networks are selfish players and may find it beneficial to disobey the recom-
mendations of the device. We enforce a coexistence etiquette which ensures that in
the long run the networks either cooperate or compete forever. We have the net-
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works adopt the grim trigger strategy [93] in case the other network doesn’t follow
the recommendation of the coordination device in a certain stage of the repeated
game. Specifically, if in any stage, a network does not comply with the recommenda-
tion of the coordination device, the networks play their respective Nash equilibrium
strategies (3.10) in each stage that follows.

The penalty of a network not following the coordination device in a stage is to have
to compete in every stage thereafter. While this strategy is commonly understood to
be a hardly plausible mode of cooperation and other strategies such as Tit-for-Tat
strategy [93] in which players keep switching between cooperative and competitive
mode are preferred more, we choose this strategy because it explores the theoretical
feasibility of cooperation with arbitrarily patient players. Also, if even the strongest
possible threat of perpetual competition posed under the grim trigger strategy cannot
induce cooperation, then it is unlikely that players would cooperate under less severe
strategies such as Tit-for-Tat.

To enable the etiquette, in addition to the recommendation of the device, we
assume that the players at the beginning of any stage n have information about the
actions that the players chose in stage (n − 1). Since the players may disobey the
device, the action profile an is not restricted to that in (3.18). Let ψn ∈ {0, 1} be an
indicator variable such that ψn = 1 if the networks obey the coordination device PR

in stage n, and ψn = 0 corresponds to them deviating. We set ψn = 1 when Rn = H
and action profile an = (A,B) or when Rn = T and action profile an = (B,A). Else,
ψn = 0.

If ψn−1 = 0, networks play their respective Nash strategies (φ∗A, φ
∗
T ) in stage n

and all stages that follow.

3.6.1 Is cooperation self-enforceable?

We check if the cooperation strategy profile defined in (3.18) is self-enforceable when
using grim trigger, that is, if the networks always comply with the recommendations
of the coordination device and do not have any incentive to deviate. Nash Equi-
librium [109] is often referred to as self-enforcing in any non-cooperative strategic
game because once players expectations are coordinated on such behavior, players
left to act on their own accord find that there is no incentive for them to deviate. In
repeated games, such self-enforcing behavior after any history is true of a subgame-
perfect equilibrium. Therefore, for the repeated game under study, we check whether
the cooperation strategy profile is a SPE [93]. That is, whether either player would
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benefit from deviating unilaterally from the recommendation of the randomization
device at any stage of the game.

For the cooperation strategy profile, when using grim trigger, to be a SPE it has
to remain a Nash Equilibrium in the repeated game that follows every history of
play. While the repeated game under study has some initial age ∆̃− associated with
it; it is otherwise the same as the repeated game starting at any point. Therefore,
without loss of generality, we consider stage 1 and check whether networks always
comply with the recommendations of the coordination device or if they have any
incentive to deviate.

At the beginning of the stage the coordination device observes either R1 = H or
R1 = T. For both, we must consider the two deviations: (a) the AON adheres to
the recommendation but the TON deviates and (b) the TON adheres but the AON
deviates. We consider the resulting four possibilities in turn.

• R1 = H

Suppose the networks follow the recommended action profile (A,B) in the stage
1. The resulting payoffs, respectively, of the AON and the TON, conditioned on
R1 = H and the action profile in stage 1, are given by

UT
C|{H,(A,B)} = (1− α)E

[ ∞∑

n=2

αn−1uT
C

]
, (3.20a)

UA
C|{H,(A,B)} = −(1− α)

(
E[∆̃−(2)] + E

[ ∞∑

n=2

αn−1uA
C

])
, (3.20b)

where E[∆̃−(2)] = ∆̃−(1)(1− τ̂A(1− τ̂A)(NA−1)) + σC + (1− τ̂A)NA(σI − σC)

+ NAτ̂A(1− τ̂A)(NA−1)(σS − σC).

Since the TON backs-off its stage 1 throughput is 0.

In case the AON unilaterally deviates, that is it backs-off, the age increases by
the idle slot length. The action profile is (B,B). Given the grim trigger etiquette,
stage 2 onward both networks play the MSNE. The discounted payoff obtained by
the AON, denoted by UA

NC
|{H,(B,B)}, where the bold B emphasizes the deviation,

is given by (3.21a). On the other hand, if the TON unilaterally deviates, the
resulting action profile is (A,A), and the TON gets an network throughput larger
than 0 in stage 1. Given the grim trigger etiquette, its resulting discounted payoff
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is given by (3.21b).

UA
NC|{H,(B,B)} = −(1− α)

(
(∆̃−(1) + σI) + E

[ ∞∑

n=2

αn−1uA
NC

])
, (3.21a)

UT
NC|{H,(A,A)} = (1− α)

(
τ̂T (1− τ̂T )(NT−1)(1− τ̂A)NAσSr + E

[ ∞∑

n=2

αn−1uT
NC

])
.

(3.21b)

The AON and the TON would want to deviate only if their resulting payoffs
while competing were larger than when obeying the device. The equations (3.22a)-
(3.22b) next capture the conditions under which both networks will always obey
the coordination device.

UA
C
|{H,(A,B)} ≥ UA

NC
|{H,(B,B)}, (3.22a)

UT
C
|{H,(A,B)} ≥ UT

NC
|{H,(A,A)}. (3.22b)

• R1 = T

The coordination device recommends the networks to play (B,A). The resulting
payoffs, respectively, of the AON and the TON, conditioned on the action profile
in stage 1, are given by

UT
C|{T,(B,A)} = (1− α)

(
τ̂T (1− τ̂T )(NT−1)σSr + E

[ ∞∑

n=2

αn−1uT
C

])
, (3.23a)

UA
C|{T,(B,A)} = −(1− α)

(
E[∆̃−(2)] + E

[ ∞∑

n=2

αn−1uA
C

])
, (3.23b)

where E[∆̃−(2)] = ∆̃−(1) + σC + (1− τ̂A)NA(σI − σC) + NTτ̂T (1− τ̂T )(NT−1)(σS − σC).

Similarly to the earlier case when R1 = H, we can calculate the payoffs obtained
by the AON and the TON, respectively, when they unilaterally deviate as

UT
NC|{T,(B,B)} = (1− α)E

[ ∞∑

n=2

αn−1uT
NC

]
, (3.24a)

UA
NC|{T,(A,A)} = −(1− α)

(
E[∆̃−(2)] + E

[ ∞∑

n=2

αn−1uA
NC

])
, (3.24b)

where E[∆̃−(2)] = ∆̃−(1)(1− τ̂A(1− τ̂A)(NA−1)(1− τ̂T )NT) + σC

+ (1− τ̂T )NT(1− τ̂A)NA(σI − σC) + NAτ̂A(1− τ̂A)NA−1(1− τ̂T )NT

+ NTτ̂T (1− τ̂T )(NT−1)(1− τ̂A)NA(σS − σC).
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The equations (3.25a)-(3.25b) capture the conditions under which both networks
will always obey the coordination device.

UA
C
|{T,(B,A)} ≥ UA

NC
|{T,(A,A)}, (3.25a)

UT
C
|{T,(B,A)} ≥ UT

NC
|{T,(B,B)}. (3.25b)

We state the requirement for cooperation to be self-enforceable.

Statement 1. Proof. Cooperation is self-enforceable in the repeated game via grim
trigger strategies if there exists α ∈ (0, 1), such that ∀α > α, ∃PR ∈ (0, 1), such that
the grim trigger strategy profile in (3.18) is a SPE. �

The set of (α,PR) for which the Statement 1 is true can be obtained using the
equilibrium incentive constraints specified by (3.22a)-(3.22b) and (3.25a)-(3.25b).
We resort to computational analysis. In Section 3.7 we show that the existence of a
non-empty set of (α,PR) is dependent on the size of the AON and the TON.

Observation 1. Proof. Cooperation is self-enforceable (Statement 1) for smaller
networks. However, as the networks grow in size, competition becomes more fa-
vorable than cooperation, the SPE ceases to exist, and cooperation is not self-
enforceable. �

3.7 Evaluation Methodology and Results

We study two scenarios (a) when σS > σC and (b) when σS ≤ σC. In practice, the
idle slot is much smaller than a collision or a successful transmission slot. We set
σI = β << 1. For the shown results, when σS > σC, we set σS = (1 + β) and
σC = 0.1(1 + β). When evaluating σS < σC, we set σS = (1 + β) and σC = 2(1 + β).
Lastly, we set σS = σC = (1 + β) when σS = σC. The results presented later use
β = 0.01.∗∗. To illustrate the impact of self-contention and competition, we simu-
lated NA ∈ {1, 2, 5, 10, 50} and NT ∈ {1, 2, 5, 10, 50}. To show when the networks
cooperate, we simulated the discount factor α ∈ [0.01, 0.99] and the coordination
device PR ∈ [0.01, 0.99]. We used Monte Carlo simulations to compute the average
discounted payoff of the AON and the TON. Averages were calculated over 100, 000

∗∗The selection of slot lengths is such that the ratio (σS − σI)/σS for the simulation setup is
approximately the same as that for 802.11ac [111] based WiFi devices and 802.11p [112] based
vehicular network.
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Figure 3.10: Average empirical frequency of occurrence of τ∗A = 1 (fτ∗A=1) and τ∗A = 0
(fτ∗A=0) for different scenarios computed over 100, 000 independent runs with 1000 stages
each when networks choose to play the MSNE in each stage. Figure 3.10a and Figure 3.10b
correspond to when σS > σC and σS = σC, respectively. The results correspond to σS =
1 + β, σI = β, σC = {0.1σS, σS} and β = 0.01..

independent runs each comprising of 1000 stages. We set the rate of transmission
r = 1 bit/sec for each node in the WiFi network.

We begin by studying the impact of the length of collision slot σC on the average
discounted payoff when (a) networks play the MSNE in each stage and compete for
the medium (payoffs UT,NC and UA,NC), and (b) networks obey the recommendation
of the coordination device PR in each stage and hence cooperate, (payoffs UT,C and
UA,C). We show that when networks compete, while nodes in the AON occasionally
choose to refrain from transmitting during a stage when σS ≤ σC, they choose to
access the medium aggressively when σS > σC. Note that the nodes in the TON,
however, access the shared spectrum independently of the ordering of the σS and σC

(see (3.10b) and (3.11b)). Such behavior when competing impacts the desirability of
cooperation over competition.

We show the region of cooperation, i.e., the range of α and PR for which the
inequalities (3.22a)-(3.22b) and (3.25a)-(3.25b) are satisfied and the repeated game
has a SPE supported with the coordination device PR. We discuss why cooperation
isn’t enforceable and the SPE ceases to exist in the repeated game, as the number
of nodes in the networks increases.

Impact of σC on network payoffs in the repeated game with competition:
Let fτ∗A=1 and fτ∗A=0 denote the average empirical frequency of occurrence of τ ∗A = 1,
τ ∗A = 0, respectively. We computed these over the independent runs of the repeated
game. Figure 3.10 shows these frequencies for different sizes of the AON and the
TON when networks choose to play the MSNE in each stage, for the cases σS > σC
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Figure 3.11: Average discounted payoff of the TON and the AON for NT = NA = 5
when networks choose to play MSNE in each stage. We set σS = 1 + β, σI = β, σC =
{0.1σS, σS, 2σS} and β = 0.01.

and σS = σC. We skip σS < σC as the observations are similar to σS = σC.

Figure 3.10a shows how fτ∗A=1 varies as a function of the number of nodes in
the AON and the TON for when σS > σC. Observe the increase in fτ∗A=1 as NA

increases. This is explained by the resulting increase in the threshold age NA(σS−σC)

(see (3.10a)). On the other hand, when σS = σC, the AON refrains from transmission
more often as the number of nodes NA in it increases. See Figure 3.10b that shows
the increase in fτ∗A=0.

The increase in fτ∗A=1 with NA, when σS > σC, increases the fraction of slots
occupied by the AON. The resulting increased competition from the AON for the
shared access adversely impacts the TON. In contrast, the increase in fτ∗A=0 with
NA, when σS ≤ σC, results in larger fraction of contention free slots for the TON and
works in its favour. The impact of slot sizes on the average discounted payoff of the
TON is summarized in Figure 3.11a, which shows this payoff for different selections of
σC. In accordance with the above observations, the payoff increases with the length
of the collision slot.

Further note that an increase in fτ∗A=1 with NA should result in the AON seeing
collision slots more often. However, as shown in Figure 3.11b, despite this fact the
average discounted payoff of the AON is larger when collision slots are smaller than
the successful transmission slots. This is because when σS > σC and the AON chooses
to transmit aggressively leading to collision, the increase in age due to a collision slot
is smaller than when the AON chooses not to transmit. The latter choice has the
AON see a slot that is either successful (TON transmits successfully), a collision
(more than one node in the TON transmits), or an idle slot, and for a longer σS, can
be on an average longer than a collision slot.
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Figure 3.12: Average discounted payoff of the TON and the AON for NT = NA = 5 when
networks cooperate and follow the recommendation of the coordination device PR in each
stage. Shown for α = 0.1, α = 0.99, σS = 1 + β, σI = β and β = 0.01.

Impact of σC on network payoffs in the repeated game with cooperation:
Figure 3.12 shows the average discounted payoff of the TON and the AON when
networks cooperate. As shown in Figure 3.12a, the payoff of the TON when networks
obey the recommendation of the coordination device PR, is the same, irrespective of
the choice of length of collision slot σC. This is because the optimal strategy of the
TON (see (3.13b)) is independent of σC.

Figure 3.12b shows the payoff of the AON as a function of PR. The payoff
increases with PR. This is expected as a larger PR implies that the AON gets to
access the medium in a larger fraction of slots. Also seen in the figure is that a small
collision slot (compare payoffs for σC = 0.1σS and σC = σS) results in larger payoffs,
especially at smaller values of PR ≤ 0.5. At any given value of PR, an increase in
σC for a given σS, increases the average length of slots occupied by the TON and
thus the network age. At smaller PR, a larger fraction of slots have the TON access,
which makes the increase in age more significant.

Figure 3.13 shows the gains in payoff on choosing cooperation over competition
for the AON and TON. While the TON prefers cooperation to competition for
smaller collision slots, the AON prefers cooperation for larger collision slots. As seen
in Figure 3.13a, when σS > σC, for all values of α and PR, the payoff of the TON
is higher when networks cooperate than when they compete. This is because, when
σS > σC, nodes in the AON transmit aggressively (see Figure 3.10) when competing,
making it less favorable for the TON. On the other hand, for larger collision slots,
as seen in Figure 3.10 for σC ≥ σS, the AON often refrains from transmission when
competing. The resulting increase in slots free of contention from the AON makes
competing favorable for the TON. Finally, observe in Figure 3.13a that the gains
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Figure 3.13: Gain of cooperation over competition for the TON and the AON for NT =
NA = 5. The results correspond to α = 0.1, α = 0.99, σS = 1+β, σI = β, σC = {0.1σS, σS}
and β = 0.01.

from cooperation reduce as PR increases. As the fraction of slots available via the
recommendation device decreases, the TON increasingly prefers competing over all
slots.

Unlike the TON, as shown in Figure 3.13b, as σC increases, AON prefers coopera-
tion. Also, the desirability of cooperation increases with PR. As explained earlier, for
σC ≥ σS, when competing the AON refrains from transmitting in a stage in case the
age at the beginning is small enough. Such a slot has the length of one of successful,
collision or idle slots, and is determined by the TON. When cooperating such slots
are always of length σI of an idle slot.

Lastly, as shown in Figure 3.13, the gains from cooperation for both the networks
are larger for higher value of α indicating that cooperation is more beneficial when
the player is farsighted, i.e., it cares about long run payoff. For instance, as shown
in Figure 3.13a, when σC ≥ σS, cooperation is more beneficial for the TON when
α = 0.99 as compared to when α = 0.01. Similarly, as shown in Figure 3.13b, the
benefits of cooperation for the AON increases with increase in α.

When is cooperation self-enforceable? The shaded region in Figures 3.14
and 3.15 show the values of α and PR for which cooperation is self-enforceable, for
when σS = σC and σS > σC, respectively. We consider different selections of NA and
NT. We are interested in the values of α and PR that satisfy the inequalities (3.22a)-
(3.22b) and (3.25a)-(3.25b). We observe that the range of α and PR, shown by the
shaded region, over which cooperation is self-enforceable reduces as the numbers of
nodes in the networks increase. Next we discuss the cases σS ≤ σC and σS > σC in
detail.

Case I: When σS ≤ σC: The shaded region in Figures 3.14a and 3.14b show the
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Figure 3.14: Range of α and PR for different selections of NA and NT when σC = σS. The
shaded region shows the range of α and PR for which cooperation is self-enforceable. The
ranges are qualitatively similar for σC > σS.

values of α and PR for which the TON and the AON, respectively, prefer cooperation
to competition. Both networks have two nodes each. The values in Figure 3.14a are
the set of (α,PR) that satisfy (3.22b) and (3.25b) and those in Figure 3.14b sat-
isfy (3.22a) and (3.25a). As discussed earlier in the context of Figure 3.13, the AON
prefers cooperation when σS ≤ σC while the TON prefers competition. This explains
the larger shaded region of (α,PR) in Figure 3.14b when compared to Figure 3.14a.
Figure 3.14c shows the values (α,PR) for which both the networks prefer cooperation.
The resulting shaded region is an intersection of the shaded regions in Figures 3.14a
and 3.14b. For the values in Figure 3.14c, all the Equations (3.22a), (3.22b), (3.25a),
and (3.25b) are satisfied.

Similar to the figures described above, the shaded region in Figures 3.14d, 3.14e,
and 3.14f show the regions of values, respectively, for which the TON prefers coop-
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Figure 3.15: Range of α and PR for different selections of NA and NT when σS > σC
(σC = 0.1σS). The shaded region shows the range of α and PR for which cooperation is
self-enforceable.

eration, the AON prefers cooperation, and both networks prefer cooperation. Each
network now has five instead of two nodes. The larger number of nodes makes cooper-
ation attractive for the AON over a larger range of α and PR (compare Figures 3.14b
and 3.14e). The range of values, however, shrinks for the TON. This is explained by
the fact that as the number of AON nodes increases, as shown in Figure 3.10b, the
frequency of τ ∗A = 0 increases, giving the TON greater contention free access when
competing and making cooperation less favourable. The result is a smaller shaded
region of values, shown in Figure 3.14f, over which cooperation is self-enforceable.

Similarly, the shaded region in Figures 3.14g, 3.14h, and 3.14i show the regions
for when the networks have ten nodes each. As is clear, the region corresponding
to AON further increases, while that corresponding to the TON almost disappears,
and so does the region over which cooperation is self-enforceable.

Case II: When σS > σC: The shaded region in Figure 3.15 shows the region
over which the two networks prefer cooperation and the resulting region of values
(α,PR) for which cooperation is self-enforceable. We show the regions for when both
the networks have two and ten nodes each. In contrast to when σS ≤ σC, we see
that the region over which the AON prefers cooperation shrinks. Also the TON
prefers cooperation over a range of values, which decreases as the number of nodes
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increases. This is explained by the fact that the AON, as shown in Figure 3.10a,
attempts access with probability 1 with higher frequency as networks grow in size,
making competition better for the AON.

3.8 Conclusion

We formulated a repeated game to model coexistence between an AON and a TON.
The AON desires a small age of updates while the TON desires a large throughput.
The networks could either compete, that is play the MSNE in every stage of the
repeated game, or cooperate by following recommendations in every stage from a
randomized signalling device to access the spectrum in a non-interfering manner.
The networks when cooperating employed the grim trigger strategy, which had both
the networks play the MSNE in all stages following a stage in which a network
disobeyed the device. This ensured that the networks would disobey the device only
if they found competing to be more beneficial than cooperating in the long run.

Having modeled competition and cooperation, together with the grim trigger
strategy, we investigated if cooperation between the networks was self-enforceable.
For this we checked if and when the cooperation strategy profile was a subgame
perfect equilibrium. We considered two distinct practical medium access settings (a)
when σS ≤ σC and (b) when σS > σC. We showed that for both medium access
settings while cooperation is self-enforceable when networks have a small number of
nodes, networks prefer competing when they grow in size.



Chapter 4

Coexistence of Selfish Age Optimizing
Nodes

4.1 Problem Overview and Motivation

The ubiquity of IoT devices has led to the emergence of applications that require
these devices to sense and communicate information (status updates) to a moni-
toring facility, or share with other devices, in a timely manner. These applications
include real-time monitoring for disaster management, environmental monitoring
and surveillance [43, references therein], which require timely delivery of updates to
a ground station, and vehicular networking for future autonomous operations where
each vehicle broadcasts its status (e.g. position, velocity etc.) to enable applications
like collision avoidance and platooning.

Given the many applications, it is essential to investigate spectrum sharing by
nodes that would like freshness of information. We measure freshness using the age
of information [45] metric. We consider N selfish nodes that share spectrum via
a CSMA/CA (carrier sense multiple access with collision avoidance) based access
mechanism. Each node in the network would like to minimize the age of its status
at the other nodes.

We model the competition for the shared spectrum as a non-cooperative one-
shot multiple access game parameterized by the age of every node and the medium
access settings. This is motivated by the following consideration. The interaction
for spectrum access is most realistically modeled as a repeated game [72] in which
the ages of the nodes constitute the state of the system that endogenously evolve
as a result of players’ strategies over time [47]. Methodologically, however, it is
important to understand the one-shot game and its equilibria first before delving

75
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into a detailed analysis of the repeated game. Therefore, in this work, we restrict
ourselves to a one-shot game that is played by the nodes in a CSMA/CA slot.

We assume that each node knows the ages of status updates at the beginning of
the slot and can choose either to transmit during a slot or stay idle. We investigate the
equilibrium strategies for two distinct medium access settings: (a) when a collision
(which is when multiple transmissions overlap resulting in all being decoded in error)
is shorter than the length of a successful (interference free) data transmission, and
(b) when a collision may be at least as long as the length of a successful transmission.
The former, for example, is the case when networks use the RTS/CTS based access
mechanism of the 802.11 MAC [64], the latter can be exemplified by networks using
the basic access mechanism [64] of the 802.11 MAC.

We find that medium access settings exert strong incentive effects on the nodes.
We show that when the collision slot is smaller than the successful transmission slot,
transmitting during a slot is a weakly dominant strategy. This result is independent
of the initial ages. This, of course, leads to wastage of the shared spectrum and the
age of updates of none of the nodes is reduced at the end of the slot. On the other
hand, the access setting where collision is longer, no dominant strategy exists. In
this case, we analytically derive the mixed strategy Nash equilibrium for when the
ages at the beginning of the slot satisfy certain conditions.

Our work provides insights into how competing nodes that value timeliness would
share the spectrum under different medium access settings. Specifically, our results
indicate that under decentralized decision making by nodes, the access setting with
longer successful transmissions is more vulnerable to collisions than the other.

The rest of the chapter is organized as follows. Section 4.2 discusses the related
works followed by the network model in Section 4.3. The game is described in
Section 4.4 and the equilibrium strategies are derived in Section 4.5. Results are
discussed in Section 4.6. We conclude in Section 4.7.

4.2 Related Work

Unlike age, throughput as the payoff function in wireless networks has been exten-
sively studied from the game theoretic point of view (see [49, 50, 53]). Age has been
investigated for networks with multiple users sharing a slotted system in [65–70].
In [65] and [66] authors considered scheduled and random access mechanisms. In [67]
authors studied a scheduling problem with respect to age and in [68] authors studied
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a multi-source multi-hop wireless network with age as a performance metric. In [69]
authors investigated age in a CSMA-based network and formulated an optimization
problem to minimize the total average age of the network. In [70] authors consid-
ered the problem of minimizing the age over a random access channel and proposed
distributed age-efficient transmission policies.

In [46, 47, 54, 55] authors studied games with age as the payoff function. In [54]
and [55], authors studied an adversarial setting where one player aims to maintain the
freshness of information updates while the other player aims to prevent this. In [46],
we proposed a game theoretic approach to study the coexistence of DSRC and WiFi,
where the DSRC network desires to minimize the average age of information and the
WiFi network aims to maximize the average throughput. In [47], via the repeated
game model we were able to shed better light on the interaction of age and throughput
optimizing networks. Unlike these works, in this work we provide insights into how
competing nodes that value timeliness of their information at others would share the
spectrum using a CSMA/CA based medium access.

4.3 Network Model

Our network consists of N nodes, indexed 1, 2, . . . , N , which contend for access to a
shared wireless medium. Each node uses a CSMA/CA based access mechanism. We
assume that all nodes can sense each other’s packet transmissions. This allows mod-
eling the CSMA/CA mechanism as a slotted multiaccess system. A slot may either
be (a) an idle slot in which no node transmits a packet, (b) a successful transmission
slot in which exactly one node transmits an update packet that is decoded success-
fully by all other nodes, or (c) a collision slot in which more than one node transmits
a packet and as a result none of the packets are successfully decoded. We assume a
generate-at-will model [107, 108], wherein a node is able to generate a fresh update
at will. The consequence of this assumption is that a node that transmits a packet
always sends a freshly generated update (age 0 at the beginning of the transmission)
in it. Each node would like to minimize the age of its status update packets at the
other nodes in the network.

Let τi denote the probability with which node i attempts transmission in a slot.
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Figure 4.1: Payoff matrix with slot lengths and age values for the game G when 3
nodes contend for the medium. Nodes can choose between transmit (T ) and idle
(I).

Let p(s)
idle be the probability of an idle slot. We have

pI =
N∏

i=1

(1− τi). (4.1)

Let p(i)
S be the probability of a successful transmission by node i in a slot and let pS be

the probability of a successful transmission in a slot. We say that node i sees a busy
slot if in the slot node i doesn’t transmit and exactly one other node transmits. Let
p

(i)
B be the probability that a busy slot is seen by node i. Let pC be the probability

that a collision occurs in a slot. We have

p
(i)
S = τi

N∏

j=1
j 6=i

(1− τj), pS =
N∑

i=1

p
(i)
S ,

p
(i)
B =

N∑

j=1
j 6=i

τj

N∏

k=1
k 6=j,k 6=i

(1− τk) and pC = 1− pI − pS. (4.2)

Let σI , σS and σC denote the lengths of an idle, successful, and collision slot,
respectively. Next we define the age of a node’s status updates at other nodes in
terms of the above probabilities and slot lengths.

4.3.1 Age of a Node’s Information

Let ui(t) be the timestamp of the most recent status update of a node i at other
nodes j 6= i at time t. The status update age of node i at any other node j at time
t is the stochastic process ∆i(t) = t − ui(t) [45]. We assume that a status update
packet that node i attempts to transmit in a slot contains an update that is fresh at
the beginning of the slot.
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Note that node i’s age at the end of a slot is determined by its age at the beginning
of the slot and the type of the slot. As a result, node i’s age at any other node j
either resets to σS if a successful transmission occurs or increases by σI, σC or σS at
all other nodes, respectively, when an idle slot, collision slot or a busy slot occurs.
Figure 3.4 shows an example sample path of the age ∆i(t). In what follows we will
drop the explicit mention of time t and let ∆−i and ∆i, respectively, be the age of
node i’s update at the beginning and end of the slot.

The age ∆i at the end of a slot is thus a random variable whose conditional PMF
given ∆−i is as shown in (3.4). Using (3.4), we define the conditional expected age
as shown in (3.5).

4.4 Game Model

We define a one-shot multiple access game to model the interaction between the nodes
in a CSMA/CA slot. In every slot, nodes must compete for access with the goal of
minimizing their age. We capture the interaction in a slot as a non-cooperative pa-
rameterized strategic one-shot multiple access game G = (N , (Sk)k∈N , (uk)k∈N ,∆−),
where N is the set of players, Sk is the set of strategies of player k, uk is the payoff
of player k and ∆− is the additional parameter input to the game G, which is the
vector of ages of the nodes’ updates (∆−i for node i) at the beginning of the slot. We
define the game G next.

• Players: The set of players N = {1, 2, . . . ,N} is simply the set of all nodes in the
network.

• Strategy Space: Let T denote transmit and I denote idle. The set of pure strate-
gies for node i is Si = {T , I}. We allow nodes to play mixed strategies. Define
Φi as the set of all probability distributions over the set of strategies Si of player
i. A mixed strategy for player i is an element φi ∈ Φi, where φi is a probability
distribution over Si. We require φi(si) ≥ 0 for all si ∈ Si and

∑
si∈Si φi(si) = 1.

In this work, since the strategy spaces are binary, a mixed strategy for node i is
identified by specifying a probability τi ∈ [0, 1] with which i attempts transmis-
sion in a slot. As a result, the probability distribution corresponding to node i is
φi = {φi(T ), φi(I)} = {τi, 1− τi}.

• Payoffs: We can calculate the probabilities (4.1)-(4.2) for each node in the net-
work. The probabilities when substituted in (3.4) can be used to calculate the
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average age in (3.5). For every node i, its expected payoff when its own transmis-
sion probability is τi and the vector of others’ transmission probabilities is τ−i is
given by

ui(τi, τ−i) = −∆̃i(τi, τ−i). (4.3)

where, ∆̃i(τi, τ−i) is the average age in (3.5). Each node would like to maximize
its payoff, which is the same as minimizing its expected age at the end of the stage.

4.5 Equilibrium Strategies

We will separately consider two common medium access settings found in CSMA/CA
(a) σC < σS and (b) σC ≥ σS. The first setting is akin to RTS/CTS based medium
access defined in the 802.11 MAC. The use of short RTS/CTS messages to reserve
the medium before accessing it to send a larger data payload (status update) packet
reduces the average length of a collision slot. The second setting is akin to the
basic access mechanism defined in the 802.11 MAC and doesn’t use RTS/CTS. All
collisions are between packets carrying data payloads.

4.5.1 When σC ≤ σS

Proposition 3 summarizes the strategy of choice for nodes in the network when the
collision slots are shorter than or equal to successful transmission slots.

Proposition 3. When σC ≤ σS, for the one-shot multiple access game G, transmit
(T ) is a weakly dominant strategy.

Proof: As stated in [72], si ∈ Si is a weakly dominant strategy for player i, if for
any possible combination of the other players’ strategies, player i’s payoff from si is
weakly more than that from s′i. That is, ui(si, s−i) ≥ ui(s

′
i, s−i),∀s−i ∈ S−i.

We verify that for every node i, pure strategy T weakly dominates the pure
strategy I. We fix a node i. Any vector of pure strategies s−i played by nodes other
than node i can be assigned to one of the following cases: (1) exactly one of the
other nodes chooses to transmit while others stay idle or, (2) more than one of the
other nodes chooses to transmit, or (3) all other nodes choose to stay idle. We now
consider these cases in detail and illustrate each of them using the payoff matrix of
a 3-player game shown in Figure 4.1.
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Case 1: Exactly one of the other nodes chooses to transmit (T ): In this case, if
node i chooses to transmit, a collision slot occurs and its age becomes ∆i = ∆−i +σC.
On the other hand, if node i chooses to stay idle, it will see a busy slot and age at
the end of the slot will be set to ∆i = ∆−i + σS. In this case, if σC < σS, node i
will choose to transmit (T ) and if σC = σS node i will be indifferent between idle
and transmit. The above argument can be demonstrated using the payoff matrix of
a 3-player game (see Figure 4.1). Assume node 2 chooses transmit (idle) and node 3

chooses idle (transmit). In this case, transmit is a weakly dominant strategy for node
1 if u1(T , T , I) ≥ u1(I, T , I) and u1(T , I, T ) ≥ u1(I, I, T ). As shown in Figure 4.1,
u1(T , T , I) = u1(T , I, T ) = −(∆−1 + σC) and u1(I, T , I) = u1(I, I, T ) = −(∆−1 +

σS). When σC < σS, u1(T , T , I) > u1(I, T , I) and u1(T , I, T ) > u1(I, I, T ),
whereas, when σC = σS, u1(T , T , I) = u1(I, T , I) and u1(T , I, T ) = u1(I, I, T ).

Case 2: More than one of the other nodes choose to transmit (T ): In this case,
collision will occur. Irrespective of the choice made by node i, ∆i = ∆−i + σC.
Player i is indifferent between idle (I) and transmit (T ) when σC ≤ σS. This
corresponds to the case in the 3-player game when node 2 and node 3 choose transmit
and node 1 will prefer transmit (T ) if u1(T , T , T ) ≥ u1(I, T , T ). As shown in
Figure 4.1, u1(T , T , T ) = −(∆−1 + σC) and u1(I, T , T ) = −(∆−1 + σC). Clearly,
u1(T , T , T ) = u1(I, T , T ) and node 1 is indifferent between transmit and idle.

Case 3: All other nodes choose to stay idle (I): In this case, suppose node i
along with other nodes chooses to stay idle. We have ∆i = ∆−i + σI. In case node
i transmits, its status update will be successfully received and its age at all other
nodes will reset to ∆i = σS. Further note that the age of a node’s status at other
nodes at the beginning of the slot is at least as large as the length σS of a successful
transmission slot. This is because σS is the time a fresh update must age before
it is successfully received by another node. Thus ∆−i + σI > σS and the node will
prefer to transmit. In the 3-player game, for this case, node 1 will prefer transmit if
u1(T , I, I) ≥ u1(I, I, I). We have u1(T , I, I) = −σS and u1(I, I, I) = −(∆−1 + σI).
Thus, node 1 chooses transmit. �

4.5.2 When σC > σS

For this medium access setting, no weakly dominant strategy exists and we look for
mixed strategies.

Proposition 4. For the one-shot multiple access game G, when σC > σS no weakly
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Case σC Vector of
Ages seen at
the begin-
ning of the
stage, ∆−

Mixed Strategy Nash Equi-
librium, τ ∗

Pure Strategy Nash Equilibrium

I 0.1σS (σS,2σS,3σS) (2.4877,−1.2782,0.3549) (T , T , T ),(T , I, T ),(I, T , T ),(T , T , I)
II 0.1σS (σS,σS,σS) (−0.0055,−0.0055,−0.0055) (T , T , T ),(T , I, T ),(I, T , T ),(T , T , I)
III 2σS (σS,2σS,3σS) (0.6008,0.3355, −0.9804) (T , T , T ),(I, I, T ),(T , I, I),(I, T , I)
IV 2σS (2σS,3σS,3σS) (0.6008,0.3355,0.3355) (T , T , T ),(I, I, T ),(T , I, I),(I, T , I)
V 2σS (2σS,3σS,4σS) (0.6672,0.5012,0.0049) (T , T , T ),(I, I, T ),(T , I, I),(I, T , I)

Table 4.1: Mixed Strategy Nash Equilibrium τ ∗ computed using (4.6) and the pure strategy
Nash Equilibrium corresponding to different selections of N = 3, σC and ∆ computed by
substituting the values of σC and ∆ in the payoff matrix shown in Figure 4.1. Other
parameters used in the computation are σS = 1.01, σI = 0.01.

dominant strategy exists.

Proof: Similar to Proposition 3, we assume that in a slot, for different selections
of strategies by other nodes in the network, node i may choose either to transmit
(T ) or stay idle (I), depending on which strategy gives a higher payoff. To find the
strategy that is beneficial for node i, we consider the following cases: (1) exactly one
of the other nodes chooses to transmit while others stay idle, or (2) all other nodes
choose to stay idle, or (3) more than one of the other nodes chooses to transmit.

Case 1: Exactly one of the other nodes chooses to transmit (T ): In this case, if
node i chooses to transmit, a collision slot occurs and its age becomes ∆i = ∆−i +σC.
In contrast, if node i chooses to stay idle, it will see a busy slot and age at the end
of the slot will be set to ∆i = ∆−i + σS. Since, σC > σS, node i will choose to stay
idle (I).

Case 2: All other nodes choose to stay idle: In this case if node i chooses to stay
idle too, we have ∆i = ∆−i + σI and if it chooses to transmit, its status update will
be successfully received and its age at all other nodes will reset to ∆i = σS. Since
age of node i’s status at other nodes at the beginning of the slot (∆−i ) is at least as
large as σS, ∆−i + σI > σS. Hence, node i will prefer to transmit (T ).

Case 1 and Case 2 shows that player’s preferences are opposite, hence, the game
has no weakly dominant strategy. �

We consider mixed strategies and derive the Nash equilibrium when the initial
ages of the nodes’ updates lie within a certain assumed region. As stated in [109],
every finite strategic-form game has a MSNE. For a strategic game G, a mixed-
strategy profile φ∗ = (φ∗1, φ

∗
2, . . . , φ

∗
N) is a Nash equilibrium [109], if φ∗i is the best



CHAPTER 4. COEXISTENCE OF SELFISH AGE OPTIMIZING NODES 83

response of player i to his opponents’ mixed strategy φ∗−i ∈ Φ−i, for all i ∈ N . We
have

ui(φ
∗
i , φ
∗
−i) ≥ ui(φi, φ

∗
−i),∀φi ∈ Φi,

where φ∗ ∈ ∏|N |i=1 Φi is the profile of mixed strategy. As stated earlier, the mixed
strategy for player i is identified by the probability τi ∈ [0, 1] with which node i

attempts transmission in a slot. Let ∆̃− = (1/N)
N∑
i=1

∆−i , which is the average of the

ages of nodes’ updates at the beginning of the slot.

Proposition 5. If σC > σS and

∆̃− − (N− 1)∆−i
N

>
σS − σI

N
, ∀i ∈ N , (4.4)

The MSNE is given by

τ ∗i =
σS − σI + (N− 1)∆−i − N∆̃−

NσS − (N− 1)σC − σI + (N− 1)∆−i − N∆̃−
, ∀i ∈ N .

The condition (4.4) ensures that τ ∗i ∈ (0, 1).

Proof: For node i to randomize, when other nodes play their mixed strategies τ ∗−i,
both the pure strategies of transmit and idle must be best responses of i. Note that
the choice of T and I are, respectively, equivalent to setting τi = 1 and τi = 0

in (4.3). We require ui(1, τ ∗−i) = ui(0, τ
∗
−i). Using (4.3) we can write

ui(1, τ
∗
−i) = −

(
1−

N∏

j 6=i

(1− τ ∗j )

)
(∆−i + σC)−

N∏

j 6=i

(1− τ ∗j )σS, (4.5a)

ui(0, τ
∗
−i) = −

(
1−

N∏

j 6=i

(1− τ ∗j )−
N∑

j 6=i

τ ∗j

N∏

k 6=j,k 6=i

(1− τ ∗k )

)
(∆−i + σC)

−
N∏

j 6=i

(1− τ ∗j )(∆−i + σI)−
(

N∑

j 6=i

τ ∗j

N∏

k 6=j,k 6=i

(1− τ ∗k )

)
(∆−i + σS). (4.5b)

Equation (4.5a) is explained by the fact that since node i chooses to transmit the
slot is either a collision slot or a successful transmission slot. It is the former if one
or more of the other nodes transmit. It is the latter in case none of the other nodes
transmit. Similarly, Equation (4.5b) is explained by the fact that since i chooses
to stay idle, the slot can be either idle, a collision slot, or a successful transmission
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slot, as determined by the probabilistic choices made by the other nodes, which are
governed by τ ∗−i.

Equating ui(1, τ ∗−i) and ui(0, τ ∗−i), for node i, we obtain

N∑

j 6=i

τj
1− τj

=
σS − σI −∆−i
σS − σC

.

On solving the resulting system of N equations, we get the mixed equilibrium

τ ∗i =
σS − σI + (N− 1)∆−i − N∆̃−

NσS − (N− 1)σC − σI + (N− 1)∆−i − N∆̃−
, ∀i ∈ N . (4.6)

Next, we must find the conditions that ensure that τ ∗i lies in the interval (0, 1).
We consider the following two cases:

Case I: When [σS − σI + (N − 1)∆−i − N∆̃−] > 0 and [NσS − (N − 1)σC − σI +

(N− 1)∆−i − N∆̃−] > 0, for τ ∗i > 0 we get:

∆̃− − N− 1

N
∆−i <

σS − σI

N
, (4.7a)

∆̃− − N− 1

N
∆−i <

σS − σI

N
− (N− 1)(σC − σS)

N
. (4.7b)

For τ ∗i < 1, we get [σS − σI + (N − 1)∆−i − N∆̃−] < [NσS − (N − 1)σC − σI + (N −
1)∆−i − N∆̃−], which on simplification gives σS > σC. Note that in Proposition 3
we showed that when σS > σC, the one-shot game G has transmit (T ) as a weakly
dominant strategy. As a result, we can discard this case, since for no selection of
∆−, the inequalities in (4.7a) and (4.7b) will hold true.

Case II: When [σS − σI + (N− 1)∆−i − N∆̃−] < 0 and [NσS − (N− 1)σC − σI +

(N− 1)∆−i − N∆̃−] < 0, for τ ∗i > 0 we get:

∆̃− − N− 1

N
∆−i >

σS − σI

N
, (4.8a)

∆̃− − N− 1

N
∆−i >

σS − σI

N
− (N− 1)(σC − σS)

N
. (4.8b)

For τ ∗i < 1, we get [σS − σI + (N − 1)∆−i − N∆̃−] > [NσS − (N − 1)σC − σI + (N −
1)∆−i − N∆̃−], which on simplification gives σS < σC. Equations (4.8a), (4.8b) give
us the condition ∆̃− − N−1

N
∆−i > max{σS−σI

N
, σS−σI

N
− (N−1)(σC−σS)

N
}, which implies

∆̃− − N−1
N

∆−i >
σS−σI

N
.

�
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Corollary 2. The equilibrium strategy τ ∗i of node i is a monotonically decreasing
function of ∆−i and a monotonically increasing function of ∆−j , where, j 6= i.

Proof. Consider the following derivatives

∂τ∗i
∂∆−i

=
(N− 1)(N− 2)(σS − σC)

(NσS − (N− 1)σC − σI + (N− 1)∆−i −N∆̃−)2
,

∂τ∗i
∂∆−j

=
(N− 1)(σC − σS)

(NσS − (N− 1)σC − σI + (N− 1)∆−i −N∆̃−)2
.

Clearly, when σC > σS, ∂τi/∂∆−i is negative and ∂τi/∂∆−j is positive. �

Corollary 2 implies that as a node’s age at the beginning of the slot increases,
it becomes conservative and access the medium with smaller probability, while the
other nodes in the network become aggressive and access the medium with higher
probability. As we later show empirically, this reduces the probability of successful
transmission for the node with large age while increasing it for the other nodes. As a
result, the node with large age sees fewer successful transmissions and its age keeps
increasing.

4.6 Empirical Evaluation

In this section, we empirically demonstrate Proposition 3, Proposition 5 and Corol-
lary 2 using the 3-player one-shot game. Table 4.1 shows the scenarios when τ ∗i /∈
(0, 1) and when τ ∗i ∈ (0, 1) for different selections of σC and ∆. Since idle slots
are much smaller than both collision slots and successful transmission slots, we set
σI = 0.01 and σS = 1.01. We compute the mixed strategy Nash equilibrium τ ∗ for
different scenarios using (4.6).

As shown in Table 4.1, when σC < σS (see scenarios I-II), τ ∗i /∈ (0, 1). Note
that this is in agreement with Proposition 3 which states that transmit is a weakly
dominant strategy when σC < σS and hence node would choose to transmit rather
than randomize between pure strategies. When σC > σS, in scenario III, τ ∗i /∈ (0, 1),
whereas, in scenarios IV-V, τ ∗i ∈ (0, 1). In scenario III, while σC > σS, the inequality
∆̃− − (N−1)∆−i

N
> σS−σI

N
, ∀i ∈ N , is not satisfied. In line with Proposition 5, since

both inequalities are not satisfied, τ ∗i /∈ (0, 1). In contrast, in scenarios IV-V, since
σC > σS and the inequality ∆̃− − (N−1)∆−i

N
> σS−σI

N
holds true ∀i ∈ N , we get

τ ∗i ∈ (0, 1), ∀i ∈ N .
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Figure 4.2: Probability of successful transmission of each node (p
(i)
S ) for different values of

∆−3 , i.e., age of node 3 at the beginning of the slot, when ∆−1 = 2σS and ∆−2 = 3σS.

The equilibrium strategy values in scenarios IV-V are in agreement with Corol-
lary 2. As shown in Table 4.1, in scenario IV-V, we can see that as the age of node 3

at the beginning of the slot increases from 3σS to 4σS while the age of other nodes is
the same, the node becomes conservative and its equilibrium strategy reduces from
0.3355 to 0.0049, whereas, node 1 and 2 become aggressive and their equilibrium
strategy increases from 0.6008 to 0.6672 and 0.3355 to 0.5012, respectively. This
reduces the probability of successful transmission for node 3, while that for other
nodes increases. Figure 4.2 illustrates this for different selections of ∆−3 . As a result,
node 3 sees fewer successful tranmissions and its age keeps increasing.

Further, for each scenario we find the pure strategy Nash equilibrium by substi-
tuting the values of σS, σI, σC and ∆− in the payoff matrix shown in Figure 4.1. We
see that for all selections of σC, multiple pure strategy Nash equilibria exist. While
(T , T , T ) is a common equilibrium strategy for all selections of σC, we see that when
σC < σS, the equilibrium strategy set comprises of (T , I, T ), (I, T , T ), (T , T , I)

indicating that nodes prefer transmit over idle. This is because when σC < σS,
the age due to a collision (∆i = ∆−i + σC) is less than that due to a busy slot
(∆i = ∆−i + σS). Similarly, when σC > σS, the equilibrium strategy set consists of
(I, I, T ), (T , I, I), (I, T , I) indicating that nodes prefer idle over transmit, since the
age due to a busy slot (∆i = ∆−i + σS) would be less than that due to a collision
(∆i = ∆−i + σC).

4.7 Conclusion

We considered a network of selfish nodes that would like to minimize the age of their
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updates at the other nodes. The nodes send their updates over a shared spectrum
using a CSMA/CA based access mechanism. We modeled the resulting competition
as a non-cooperative one-shot multiple access game and investigated equilibrium
strategies for two distinct medium access settings (a) collisions are shorter than
successful transmissions and (b) collisions are longer. We investigated competition
in a CSMA/CA slot, where a node may choose to transmit or stay idle. We found
that medium access settings exert strong incentive effects on the nodes and under
decentralized decision making by the nodes, the access setting with longer successful
transmissions is more vulnerable to collisions than the other. Specifically, we showed
that when collisions are shorter, transmit is a weakly dominant strategy. This leads
to all nodes transmitting in the CSMA/CA slot, therefore guaranteeing a collision.
In contrast, when collisions are longer, no weakly dominant strategy exists. For the
latter, under certain conditions on the ages at the beginning of the slot, we derived
the mixed strategy Nash equilibrium.



Chapter 5

Discussion and Future Research Di-
rections

In this work, we focussed on spectrum sharing amongst heterogeneous networks.
While spectrum sharing caters to the data traffic growth, it introduces novel chal-
lenges that result from the networks having to coexist with each other. Coexistence
could be challenging for several reasons, including disparity in spectrum access rights
assigned to the networks by regulatory bodies and differences in technologies and
utilities of the networks sharing the spectrum.

We began by investigating the coexistence of networks with disparate spectrum
access rights. Specifically, we investigated the coexistence of White-Fi networks with
licensed TV users in TV white spaces [21, 22]. We modeled the MAC throughput
of a White-Fi network and proposed a heuristic algorithms to optimize it, given
the spatial heterogeneity in channel availability and link quality. The algorithms
assigned power, access probability, and channels to nodes in the network, under the
constraint that reception at TV receivers is not impaired. We evaluated the efficacy
of the proposed approach for city-wide White-Fi networks deployed over Denver and
Columbus (respectively, low and high channel availability) in the USA, and compared
with assignments cognizant of heterogeneity to a lesser degree, for example, akin to
FCC regulations.

Next, we studied the coexistence of networks with different network objectives.
We modeled the coexistence of an AON and a TON as a repeated game with networks
as players [46–48]. The AON aimed to minimize the age of updates, and the TON
sought to maximize throughput. The repeated games model allowed us to answer
whether a simple coexistence etiquette that enables cooperation between an AON
and a TON is self-enforceable. Specifically, we introduced a coordination device,
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which is a randomized signaling device that allows the AON and the TON to access
the spectrum in a non-interfering manner. The networks employed a grim trigger
strategy when cooperating, which ensured that the networks would disobey the device
only if competition were more beneficial than cooperation in the long run.

Further, we employed the proposed etiquette to two distinct practical medium
access settings. One where collision slots are at least as large as slots that see a
successful transmission, and the other where collision slots are smaller than suc-
cessful transmission slots. For each access mechanism, via computational analysis,
we showed that irrespective of the mechanism employed, as networks grow in size,
cooperation cannot be sustained and is not self-enforceable.

Lastly, motivated by the distinct behavior of age optimizing network in our study
of coexistence of age and throughput optimizing networks, we studied the coexistence
of selfish nodes that share the spectrum using a CSMA/CA based access mechanism
and have the same objective, that is, each node cares about timely delivery of its
updates at other nodes in the network. We formulated a non-cooperative one-shot
multiple access game with nodes as players, where each node values information
freshness and would like to minimize the age of their updates at other nodes in the
network [71]. We investigated nodes’ equilibrium strategies in a CSMA/CA slot
for the aforementioned medium access settings, i.e., when collisions are longer than
successful transmissions and when they are shorter. For each setting, we provided
insights into how competing nodes that value timeliness share the spectrum. We
found that access settings exerted strong incentive effects and showed that under
decentralized decision making by nodes, the access setting with longer successful
transmissions is more vulnerable to collisions than the other.

5.1 Future Work

In this thesis, we proposed a simple game theoretic model that abstracts the coex-
istence of an AON and a TON, where, the TON obtains as payoff, at the end of a
slot, the number of bits sent during the slot. As a result, a payoff of 0 is obtained
at the end of an idle slot and also at the end of a collision slot. The payoff ignores
the lengths of slots and wasted transmissions. In general, payoffs that distinguish
between different slots and outcomes may be worth investigation. For example, the
payoffs could incorporate the cost of transmission. In the future, we propose to in-
vestigate an extension of our model where network payoffs have transmission cost
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included.

In addition to the above, we studied the coexistence of an AON and a TON under
the implicit assumption that networks have equal access rights to the spectrum and
defined the competitive mode of coexistence as one under which networks contend for
the medium simultaneously [48]. However, as per the FCC ruling that opened up the
5.85 − 5.925 GHz ITS band for unlicensed devices, the band’s incumbents, i.e., the
vehicular nodes, which value information timeliness, are the licensed primaries and
the sharers, i.e., the WiFi devices, which desire high throughputs can be considered
as the unlicensed secondaries with low priority. The resulting coexistence scenario
is challenging because the primaries are highly mobile vehicular nodes that utilize
spectrum in a dynamic manner in spatial and temporal dimensions. Motivated by
this, in the future, we also propose to extend our work to study the coexistence of the
networks where they have different access rights to the spectrum, i.e., the AON is the
licensed primary and the TON is the unlicensed secondary network and protection
of primaries from secondary interference is desired. We aim to model the interaction
between the networks as a Stackelberg repeated game and study the stratified mode
of coexistence, where the AON shares the spectrum with TON, networks access the
medium sequentially, and only nodes in the network that accesses contend for the
medium. Our objective is to compare competition with stratification to understand
the corresponding gains and losses and determine the favorable coexistence mode.

Lastly, we investigated the coexistence of selfish nodes, each of which desires a
small age of its updates at other nodes in the network and share the spectrum using
a CSMA/CA based access mechanism. Specifically, we studied the one-shot game
played by the nodes in a CSMA/CA slot [71]. However, realistically the interaction
for spectrum access between selfish nodes is modeled as a repeated game. Hence, we
propose to formulate a repeated game to study this coexistence scenario and, similar
to [48], explore the possibility of cooperation between nodes in the network.
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Appendix A

Solve for Access

We show how the problem of maximizing T
(s)
m can be reduced to a minimization

problem (2.16)-(2.17) in a single-variable τ (s)
j of node j, where j is the node in cell

m whose payload rate R(s)
jj′ on channel s is the smallest amongst all nodes in the cell.

We also show that the resulting problem (2.16)-(2.17) is convex in τ (s)
j .

The throughput of the ith node in cell m on a channel s assigned to it is given as

T
(s)
i,m =

p
(s)
succ,iL

σ
(s)
avg

. On simplifying T (s)
i,m we get

T
(s)
i,m =




1

L




pI

p
(s)
succ,i

σ + Tsucc,i +



∑

j∈Nm
j 6=i

p
(s)
succ,j

p
(s)
succ,i

Tsucc,j




+




1

p
(s)
succ,i

− pI

p
(s)
succ,i

− 1−
∑

j∈Nm
j 6=i

p
(s)
succ,j

p
(s)
succ,i


Tcol







−1

,

where the probability p(s)
succ,i that a transmission by i is successful and the proba-

bility pI that a slot is idle is given in (2.5). Using the time fairness constraint (2.10),
we can write p(s)

succ,iR
(s)
jj′ = p

(s)
succ,jR

(s)
ii′ , which gives

τ
(s)
i =

τ
(s)
j R

(s)
ii′

(1− τ (s)
j )R

(s)
jj′ + τ

(s)
j R

(s)
ii′

. (A.1)

By substituting p(s)
succ,i and pI from (2.5) and τ (s)

j from (A.1) we get

T
(s)
i,m =

[
f1(P ) +

R
(s)
jj′

LR
(s)
ii′

(
1− τ (s)j

τ
(s)
j

σ +

( ∏

k∈Nm

(
R

(s)
kk′

R
(s)
jj′

+
1− τ (s)j

τ
(s)
j

)
−

1− τ (s)j

τ
(s)
j

− f2(P )

)
Tcol

)]−1
,
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where, f1(P ) =
Tsucc,i
L

+



∑
j∈Nm
j 6=i

R
(s)

jj′

LR
(s)

ii′
Tsucc,j


 , f2(P ) =

R
(s)

ii′

R
(s)

jj′


1 +

∑
j∈Nm
j 6=i

R
(s)

jj′

R
(s)

ii′


 . Ob-

serve that f1(P ) and f2(P ) are independent of τ (s)
j and do not affect the optimal

τ
(s)
j . This allows us to reduce the throughput maximization problem to the prob-
lem (2.16)-(2.17).

Next we show that (2.16)-(2.17) is a convex optimization problem. Define f(τ
(s)
j )

to be the utility function (Equation (2.16)) in the problem (2.16)-(2.17). The function
f(τ

(s)
j ) may be written as

f(τ
(s)
j ) = σf1(τ

(s)
j ) + Tcolf2(τ

(s)
j ), (A.2)

where f1(τ
(s)
j ) =

1−τ (s)j

τ
(s)
j

, f2(τ
(s)
j ) =

∏
k∈Nm

(
R

(s)

kk′

R
(s)

jj′
+

1−τ (s)j

τ
(s)
j

)
− 1−τ (s)j

τ
(s)
j

. f1(τ
(s)
j ) is a non-

increasing convex function on the interval [0, 1]. Next, we show that the function
f2(τ

(s)
j ) is also a convex function. For this, we rewrite f2(τ

(s)
j ) as

f2(τ
(s)
j ) =

1

τ
(s)
j



∏

k∈Nm
k 6=j

(
R

(s)
kk′

R
(s)
jj′

+
1− τ (s)

j

τ
(s)
j

)
− 1


+ 1,

and use the following fact [113, Chapter 3, Question 3.32].

Lemma 1. If f : R → R : x 7→ f(x) and g : R → R : x 7→ g(x) are both convex,
non-decreasing (or non-increasing) and positive, then h : R → R : x 7→ h(x) =

f(x)g(x) is also convex.

Observe that f2(τ
(s)
j ) consists of a product of 1

τ
(s)
j

and


 ∏
k∈Nm
k 6=j

(
R

(s)

kk′

R
(s)

jj′
+

1−τ (s)j

τ
(s)
j

)
− 1


.

Both the functions are convex, non-increasing and positive functions on the interval
[0, 1]. Hence, using Lemma 1, the product of these functions i.e. f2(τ

(s)
j ) is also

convex on the interval [0, 1].

Therefore, f(τ
(s)
j ) in (A.2) is a non-negative weighted sum of convex functions

i.e. f1(τ
(s)
j ) and f2(τ

(s)
j ), and hence a convex function [113]. Also note that the

constraint set given by (2.17) is convex. Thus the problem (2.16)-(2.17) is a convex
optimization problem.



Appendix B

Strategy of the AON and the TON

B.1 Mixed Strategy Nash Equilibrium (MSNE)

We define τ ∗ = [τ ∗A, τ
∗
T] as the parameter required to compute the mixed strategy

Nash equilibrium of the one-shot game. We begin by finding the τ ∗A of the AON by
solving the optimization problem

OPT I: minimize
τA

uA
NC

subject to 0 ≤ τA ≤ 1.
(B.1)

where, uA
NC

is the payoff of the AON defined as

uA
NC

= (1− τA(1− τA)(NA−1)(1− τT)NT)∆̃− + (1− τA)NA(1− τT)NT(σI − σC) + σC

+ (NAτA(1− τA)(NA−1)(1− τT)NT + NTτT(1− τT)(NT−1)(1− τA)NA)(σS − σC).

The Lagrangian of the optimization problem (B.1) is

L(τA, µ) =uA
NC
− µ1τA + µ2(τA − 1).

where µ = [µ1, µ2]T is the Karush-Kuhn-Tucker (KKT) multiplier vector. The first
derivative of the objective function in (B.1) is

uA
NC

′ = −∆̃−(1− τT)NT [(1− τA)(NA−1) − (NA − 1)τA(1− τA)(NA−2)]

+ (σS − σC)[(1− τT)NT(NA(1− τA)(NA−1) − NA(NA − 1)τA(1− τA)(NA−2))

− NTτT(1− τT)(NT−1)(1− τA)NA−1]− (σI − σC)NA(1− τT)NT(1− τA)(NA−1).
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The KKT conditions can be written as

uA
NC

′ − µ1 + µ2 = 0, (B.2a)

−µ1τA = 0, (B.2b)

µ2(τA − 1) = 0, (B.2c)

−τA ≤ 0, (B.2d)

τA − 1 ≤ 0, (B.2e)

µ = [µ1, µ2]T ≥ 0. (B.2f)

We consider three cases. In case (i), we consider µ1 = µ2 = 0. From the stationarity
condition (B.2a), we get

τA =
(1− τT)(∆̃− − NA(σS − σI)) + NANTτT(σS − σC)(

(1− τT)NA(∆̃− + (σI − σC)− NA(σS − σC))
+ NANTτT(σS − σC)

) .

In case (ii) we consider µ1 ≥ 0, µ2 = 0. Again, using (B.2a), we get µ1 = uA
NC

′.
From (B.2f), we have µ1 ≥ 0, therefore, uA

NC

′ ≥ 0. On solving this inequality on
uA
NC

′ we get, ∆̃− ≤ Θth,0, where Θth,0 = NA(σS − σI)− NANTτT(σS−σC)
(1−τT)

.

Finally, in case (iii) we consider µ1 = 0, µ2 ≥ 0. On solving (B.2a), we get
∆̃− ≤ Θth,1, where Θth,1 = NA(σS − σC).

Therefore, the solution from the KKT condition is

τ ∗A =





(1− τ ∗T)(∆̃− − NA(σS − σI)) + NANTτ
∗
T(σS − σC)(

(1− τ ∗T)NA(∆̃− + (σI − σC)− NA(σS − σC))
+ NANTτ

∗
T(σS − σC)

)
∆̃− > Θth,

1 ∆̃− ≤ Θth & Θth = Θth,1,

0 ∆̃− ≤ Θth & Θth = Θth,0.

(B.3)

where, Θth = max{Θth,0,Θth,1}. Under the assumption that length of successful
transmission is equal to the length of collision, i.e., σS = σC, (B.3) reduces to

τ ∗A =





NA(σI − σS) + ∆̃−

NA(σI − σC + ∆̃−)
∆̃− > NA(σS − σI),

0 otherwise .
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Similarly, we find τ ∗T for the TON by solving the optimization problem

OPT II: minimize
τT

− uT
NC

subject to 0 ≤ τT ≤ 1.
(B.4)

where, uT
NC

is the payoff of the TON defined as

uT
NC

= τT(1− τT)(NT−1)(1− τA)NAσS.

The Lagrangian of the optimization problem (B.4) is

L(τT, µ) =− uT
NC
− µ1τT + µ2(τT − 1).

where µ = [µ1, µ2]T is the KKT multiplier vector. The first derivative of uT
NC

is

uT
NC

′ = (1− τA)NA(1− τT)(NT−1)σS − (NT − 1)τT(1− τT)(NT−2)(1− τA)NAσS.

The KKT conditions can be written as

−uT
NC

′ − µ1 + µ2 = 0, (B.5a)

−µ1τT = 0, (B.5b)

µ2(τT − 1) = 0, (B.5c)

−τT ≤ 0, (B.5d)

τT − 1 ≤ 0, (B.5e)

µ = [µ1, µ2]T ≥ 0. (B.5f)

We consider three cases. In case (i), we consider µ1 = µ2 = 0. From the station-
arity condition in (B.5a), we get uT

NC

′ = 0. On solving (B.5a), we get τ ∗T = 1/NT.
In case (ii) we consider µ1 ≥ 0, µ2 = 0. Again, using (B.5a), we get µ1 = −uT

NC

′.
From (B.5f), we have µ1 ≥ 0, therefore, uT

NC

′ ≤ 0. On solving this inequality on
uT
NC

′, we get τ ∗T ≥ 1/NT. Finally, in case (iii) we consider µ1 = 0, µ2 ≥ 0 and on
solving (B.5a) we get µ2 = uT

NC

′. Since µ2 ≥ 0 from (B.5f), we have uT
NC

′ ≥ 0. On
solving this inequality, we get τ ∗T ≤ 1/NT. Therefore, the solution from the KKT
conditions is τ ∗T = 1/NT.

Note that any Mixed Strategy Nash Equilibrium (MSNE) (τ ∗A, τ
∗
T) is a solution of

the optimization problems OPT I and OPT II. All solutions to the OPT I and OPT
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II must satisfy the necessary KKT conditions. Since these conditions yield a unique
solution (τ ∗A, τ

∗
T), this is the only MSNE.

B.2 Optimal Strategy under Cooperation

We define τ̂ = [τ̂A, τ̂T ] as the optimal strategy of the one-shot game when networks
cooperate. We begin by finding the τ̂A of the AON by solving the optimization
problem

OPT I: minimize
τ̂A

uA
C

subject to 0 ≤ τ̂A ≤ 1.
(B.6)

where, uA
C
is the payoff of AON defined as

uA
C

= (1− PRτA(1− τA)(NA−1))∆̃− + σC + (PR(1− τA)NA + (1− PR)(1− τT)NT)

(σI − σC) + ((1− PR)NTτT(1− τT)(NT−1) + PRNAτA(1− τA)(NA−1))(σS − σC).

The Lagrangian of the optimization problem (B.6) is

L(τA, µ) =uA
C
− µ1τA + µ2(τA − 1).

where µ = [µ1, µ2]T is the Karush-Kuhn-Tucker (KKT) multiplier vector. The first
derivative of the objective function in (B.6) is

uA
C

′ = −PR∆̃−[(1− τA)(NA−1) − (NA − 1)τA(1− τA)(NA−2)] + (σS − σC)

PRNA[(1− τA)NA−1 − (NA − 1)τA(1− τA)(NA−2)]− (σI − σC)PRNA(1− τA)(NA−1).

The KKT conditions can be written as

uA
C

′ − µ1 + µ2 = 0, (B.7a)

−µ1τA = 0, (B.7b)

µ2(τA − 1) = 0, (B.7c)

−τA ≤ 0, (B.7d)

τA − 1 ≤ 0, (B.7e)

µ = [µ1, µ2]T ≥ 0. (B.7f)



APPENDIX B. STRATEGY OF THE AON AND THE TON 98

We consider three cases. In case (i), we consider µ1 = µ2 = 0. From the stationarity
condition (B.7a), we get

τA =
∆̃− − NA(σS − σI)

NA(∆̃− + (σI − σC)− NA(σS − σC))
.

In case (ii) we consider µ1 ≥ 0, µ2 = 0. Again, using (B.7a), we get µ1 = uA
C

′.
From (B.7f), we have µ1 ≥ 0, therefore, uA

C

′ ≥ 0. On solving this inequality on uA
C

′

we get, ∆̃− ≤ Θth,0, where Θth,0 = NA(σS − σI).

Finally, in case (iii) we consider µ1 = 0, µ2 ≥ 0. On solving (B.7a), we get
∆̃− ≤ Θth,1, where Θth,1 = NA(σS − σC).

Therefore, the solution from the KKT condition is

τ̂A =





∆̃− − NA(σS − σI)

NA(∆̃− + (σI − σC)− NA(σS − σC))
∆̃− > Θth,

1 ∆̃− ≤ Θth & Θth = Θth,1,

0 ∆̃− ≤ Θth & Θth = Θth,0.

(B.8)

where, Θth = max{Θth,0,Θth,1}. Under the assumption that length of successful
transmission is equal to the length of collision i.e. σS = σC, (B.8) reduces to

τ̂A =





NA(σI − σS) + ∆̃−

NA(σI − σC + ∆̃−)
∆̃− > NA(σS − σI),

0 otherwise .

Similarly, we find τ̂T for the TON by solving the optimization problem

OPT II: minimize
τT

− uT
C

subject to 0 ≤ τT ≤ 1.
(B.9)

where, uT
C
is the payoff of TON defined as

uT
C

= (1− PR)τT(1− τT)(NT−1)σS.

The Lagrangian of the optimization problem (B.9) is

L(τT, µ) =− uT
C
− µ1τT + µ2(τT − 1).
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where µ = [µ1, µ2]T is the KKT multiplier vector. The first derivative of uT
C
is

uT
C

′ = (1− PR)σS[(1− τT)(NT−1) − (NT − 1)τT(1− τT)(NT−2)].

The KKT conditions can be written as

−uT
C

′ − µ1 + µ2 = 0, (B.10a)

−µ1τT = 0, (B.10b)

µ2(τT − 1) = 0, (B.10c)

−τT ≤ 0, (B.10d)

τT − 1 ≤ 0, (B.10e)

µ = [µ1, µ2]T ≥ 0. (B.10f)

We consider three cases. In case (i), we consider µ1 = µ2 = 0. From the stationarity
condition in (B.10a), we get uT

C

′ = 0. On solving (B.10a), we get τ̂T = 1/NT. In
case (ii) we consider µ1 ≥ 0, µ2 = 0. Again, using (B.10a), we get µ1 = −uT

C

′.
From (B.10f), we have µ1 ≥ 0, therefore, uT

C

′ ≤ 0. On solving this inequality on
uT
C

′, we get τ̂T ≥ 1/NT. Finally, in case (iii) we consider µ1 = 0, µ2 ≥ 0 and on
solving (B.10a) we get µ2 = uT

C

′. Since µ2 ≥ 0 (B.10f), we have uT
C

′ ≥ 0. On solving
this inequality, we get τ̂T ≤ 1/NT. Therefore, the solution from the KKT conditions
is τ̂T = 1/NT.

Note that all solutions to the optimization problems, OPT I and OPT II, must
satisfy the necessary KKT conditions and since these conditions yield a unique so-
lution (τ̂A, τ̂T ), this is the unique global solution.
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