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Abstract

Exponential increase in global air traffic and demands to support heterogeneous
services ranging from data to multimedia have compelled communication the-
orists and engineers to explore an alternative to existing very high frequency
(VHF) band (118-137 MHz) based air-to-ground communication system. Af-
ter various studies and experiments, one promising solution of utilizing multi-
ple 1 MHz frequency bands between incumbent distance measuring equipment
(DME) signals in L-band (960-1164 MHz) is proposed and it is referred as L-
band Digital Aeronautical Communication System (LDACS). An efficient uti-
lization of such narrowband non-contiguous spectrum is challenging and hence,
various activities to invent breakthrough technologies that provide higher spec-
tral efficiency are being encouraged. Given the history of more than a century
of wireless innovation, redesign of physical layer (PHY) is critical to improve
the vacant spectrum utilization.

Success of orthogonal frequency division multiplexing (OFDM) in cellular
and WiFi networks makes it the popular choice for LDACS PHY. LDACS also
applies a raised cosine slope with a roll-off factor of 0.107 within a window time
of 12.8 µs for better spectrum containment and less out-of-band radiation. It is
assumed that DME does not use narrow-band filters at their receiver input. With
that, DME might be susceptible to interference even if the transmit spectrum of
the potential interferer is strongly contained. Therefore, the existing LDACS
PHY to utilizes a fixed transmission bandwidth of only 498 kHz kHz over in
between the 1 MHz channel grid of DME.

Furthermore, fixed transmission bandwidth limits its usefulness to support
heterogeneous services demanding distinct bandwidths and dynamic control
over PHY parameters such as OOB emission, transmission bandwidth etc. The
overall objective of this thesis is to study and develop spectrum efficient, re-
configurable and low complexity LDACS PHY, analyze its performance in real-
radio environment and feasibility on system-on-chip (SoC). This thesis mainly
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focuses on the FL transmission of the LDACS.

The first contribution of this thesis is to design the PHY frame structure
for the LDACS comprising of data, null and reference signals to support tun-
able bandwidth. The proposed frame structure maintains the complete compat-
ibility with existing LDACS and offers transmission bandwidth from 186 kHz
to 732 kHz compared to 498 kHz in existing LDACS. The tunable bandwidth
makes LDACS more flexible and allows to adjust to the local DME interfer-
ence situation. To support such frame structure, we develop a reconfigurable
filtered OFDM (Ref-OFDM) based LDACS PHY and it is the second contri-
bution of this thesis. The Ref-OFDM augments conventional OFDM with dy-
namic scheduler to support tunable bandwidth and reconfigurable linear phase
fixed-coefficient multi-band finite impulse response (FIR) filter to enable on-
the-fly control over transmission bandwidth. It also supports multi-band fil-
tering for simultaneous transmission in multiple narrow frequency bands. In
addition to the mathematical and performance analysis using synthetic data, we
demonstrate the functionality of the proposed Ref-OFDM PHY in a real ra-
dio environment on universal software radio peripherals (USRPs) based testbed.
The results show that proposed approach offers higher throughput due to wider
bandwidth, at least 32 dB reduction in interference to incumbent L-band users
and improved BER due to appropriate filtering of legacy user OOB emission
compared to existing LDACS.

Most of the ongoing works are focused on the theoretical analysis and multi-
ple antenna extensions of LDACS PHY. From architecture perspective, the per-
formance analysis of LDACS PHY on fixed-point hardware in the presence of
various RF impairments and wireless channels/interference is critical and hence,
the need to efficiently map LDACS PHY on SoC is the motivation behind the
third contribution of this thesis. We design and implement existing as well as
proposed LDACS PHY on heterogeneous Zynq SoC (ZSoC) platform, consist-
ing of field programmable gate array (FPGA) as programming logic (PL) and
Advanced RISC Machines (ARM) as processing system (PS). The PHY is inte-
grated with the programmable analog front-end to validate its functionality in
the presence of various RF impairments and wireless channels and interference
specific to the LDACS environment. We propose a novel Hardware-Software
co-design approach and explore various PHY configurations by dividing it into
PL and PS. Such analysis offers the flexibility to choose the appropriate config-
uration, as well as the word-length (WL) for a given OOB emission, BER, chip
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area, delay, and power constraints. Though Ref-OFDM PHY offers superior
performance with tunable bandwidth, it incurs significant penalty in terms of re-
source utilization (27 % higher DSP48 based embedded multiplier) and power
consumption compared to OFDM and Windowed-OFDM based LDACS.

The use of filtering leads to increase in chip area, power and delay complex-
ity and hence, design of low complexity reconfigurable filters is the focus of
the forth contribution of this thesis. We propose the design of low complex-
ity FIR filter based Ref-OFDM (LRef-OFDM) using a multi-stage filter. The
proposed filter is carefully designed to meet the stringent non-uniform spectral
attenuation requirements of LDACS using novel interpolation and masking ap-
proach. We show that the LRef-OFDM based LDACS offers identical OOB and
BER performance to Ref-OFDM with 14.14 % less power and fewer resources
(12.78 % DSP48). The L-band spectrum is a scarce resource and, thus spectrum
sensing is important for future communication systems. In our fifth and final
contribution, we propose a sub-Nyquist Sampling (SNS) sensing based L-band
spectrum characterization. The proposed approach replaces high-speed wide
bandwidth analog-to-digital converter (ADC) with multiple low-speed narrow
bandwidth ADCs. We consider two SNS approaches: 1) modulated wideband
converter (MWC) and 2) finite rate of innovation (FRI). SNS is followed by
spectrum reconstruction via orthogonal matching pursuit (OMP). To the best of
our knowledge, this is the first work exploring SNS for LDACS. We shows that
the FRI offers better probability of detection, higher throughput (at lower num-
ber of ADCs) and fewer number of sensing failures than MWC and requires
lower number of ADCs due to non-contiguous sensing.

In this thesis, we propose a low complexity reconfigurable LDACS FL PHY
augmented with SNS based wideband sensing. The proposed work improves
the spectrum utilization efficiency of existing LDACS and extend it to support
heterogeneous services. In-depth performance analysis, feasibility on SoC and
backward compatibility with existing LDACS makes it an attractive alternative
for next generation LDACS system.
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Chapter 1

Introduction

1.1 Background

The air traffic management (ATM) system ensures the operational procedures

and safety of flights and enables reliable communication between the aircraft

and ground terminals (air-to-ground communication (A2GC)) as well as be-

tween aircrafts (air-to-air communication (A2AC)). Current ATM supports voice

communications via analog voice applying the DSB-AM technology. In addi-

tion, in the late 1990s, very high frequency (VHF) band (118-137 MHz) digital

link (VDL) Mode 2 has been introduced as a low-rate data service to enable first

CPDLC (Controller-Pilot Data Link Communications) services. An exponential

increase in global air traffic, demands to support heterogeneous services rang-

ing from data to high-speed multimedia, and the need to improve flight safety

during flight landing and take-off have compelled communication theorists and

engineers to explore further developments of the existing ATM system. In this

direction, various research initiatives [1, 2] such as Next Generation Air Trans-
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portation System (NextGen) and Single European Sky ATM Research (SESAR)

were initiated to modernize the ATM system. Their mandate covers the whole

ATM and explores an efficient and reliable future communication infrastruc-

ture (FCI) capable of supporting various services ranging from data to multime-

dia [3, 4]. An envisioned FCI system, shown in Figure 1.1, consists of several

communication data links such as satellite communication, ground to ground

communication (G2GC), A2GC, and A2AC. The communication link between

aircraft and ground terminal via satellite is useful when the aircraft is in oceanic

and remote areas. The air-to-air data link supports ad-hoc networks for multi-

hop communication as well as direct communication between aircrafts. The

air-to-ground link within the FCI handles the two-way communication between

an aircraft and the ground for transferring voice and data, such as clearance and

instruction messages. In this thesis, we mainly focus on A2GC, which is one of

the crucial data links of the FCI system.

Ground to Ground 

Communication

Satellite

Aircraft

Ground 

Terminal

Ground

Terminal

Figure 1.1: FCI system for ATM.
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A brief history of the evolution of the A2GC system is depicted in Figure

1.2. In the 1940s, the first A2GC voice link was deployed using the double-

sideband amplitude modulation (DSB-AM) in the VHF band (118 - 137 MHz).

To improve the robustness and throughout, the International Civil Aviation Or-

ganization (ICAO) standardized the first digital data link in the VHF band in

1990, and it is referred to as VHF data link (VDL) standard [4]. It is widely be-

ing used in existing ATM systems for A2GC data links, as shown in Figure 1.1.

Today, the VDL-based ATM system suffers from severe congestion due to lim-

ited bandwidth and low data rate, which limits the number of offered services.

Various research studies and spectrum availability analysis aim to overcome

these limitations. In 2007, EUROCONTROL launched investigations of a tech-

nology similar to B-VHF, but operating in the aeronautical L-band (960–1164

MHz). and which resulted in the L-band Digital Aeronautical Communications

System (LDACS). In 2009, LDACS specifications were finalized, and the first

lab setup for LDACS was demonstrated in 2014. Thereafter, implementation

and performance analysis in a real radio environment is being carried out to

bring LDACS closer to deployment by 2024.

1940

Analog A2GC 

link

1990

Digital A2GC 

link (VDL)

2004

FCI system 

proposed

2007

L-band based 

A2GC 

proposed
2009 

LDACS 

specification 

proposed

2014

1st LDACS 

Lab setup 

demonstrated

2024 Proposed 

deployment 

deadline

Figure 1.2: Evolution of A2GC system.
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The spectrum occupancy of L-band, is shown in Figure 1.3 and it is mostly

licensed to existing communication and navigation systems. This includes a

distance measuring equipment (DME) signal-based transponder system used for

radio navigation. Other legacy or incumbent users are: joint tactical information

distribution system (JTIDS), universal access transceiver systems (UAT at 978

MHz), secondary surveillance radar (SSR) at 1030 MHz and 1090 MHz [5].

GSM
Galileo/GPS DME 

(1157-1213 MHz)

978

U
A

T

960 1025 1035 1085 1095 1150 1164

f/MHz

S
S

R

SSR DMEDMEDME
DME

JTIDSJTIDS

968 1008

JTIDSJTIDS

1053 1065

JTIDS (MIDS)JTIDS (MIDS)

1113 1213

1213

LDACS RLLDACS RL

964 1010

LDACS FLLDACS FL

1110 1156

Figure 1.3: L-band spectrum occupancy and incumbent users.

To efficiently exploit the available spectrum in L-band, overlay and inlay ap-

proaches [2, 6] are considered. The system is deployed in the vacant spectrum

in the overlay approach where no other legacy system is present. In contrast,

in the inlay approach, the system is deployed by identifying the spectrum not

being used by legacy users. Adjacent DME signals in L-band have a chan-

nel spacing of around 1 MHz. The spectrum in between the DME channels

can be exploited using a multi-carrier based system via inlay approach and it

is referred to as LDACS1. The LDACS1 Broadband multi-carrier system uses

the orthogonal frequency division multiplexing (OFDM) as modulation, and its

specifications are summarized in Table 1.1. It is designed as a frequency divi-

sion duplex (FDD) system and a combination of P34 (TIA 902 standard) [7]
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and the Broadband Aeronautical Multi-carrier Communications (BAMC) sys-

tem [8, 9] having the overall data rate ranging from 561 kbps - 2.59 Mbps. On

the other hand, in 960–975 MHz band, overlay approach using a single carrier

based system has been proposed and it is referred to as LDACS2. The LDACS2

is designed as a narrowband single carrier system based on the time division

duplex (TDD) approach and the combination of L-band Digital Link (LDL)

and the All-purpose Multi-channel Aviation Communication System (AMACS)

having the data rate ranging from 70-115 kbps. It is similar to the global system

for mobile communication (GSM) and uses a Gaussian minimum shift keying

modulation scheme [10]. For the next-generation A2GC system, LDACS1 has

been chosen due to the capability to support high-speed delay-sensitive mul-

timedia services and compatibility with the cellular communication standards.

The work presented in this thesis is focused on FL transmission of LDACS1 and

we will refer to it as LDACS hereafter.
Parameter Value
Effective bandwidth 498.05 kHz
FFT length 64
Used subcarriers 50
Subcarrier spacing 9.765625 kHz
OFDM symbol duration 102.4 µs
Total OFDM symbol duration (in-
cludes cyclic prefix)

120 µs

Table 1.1: LDACS1 specifications

1.2 Motivation

Success of orthogonal frequency division multiplexing (OFDM) in cellular and

WiFi networks makes it the popular choice for LDACS PHY. LDACS also ap-
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plies a raised cosine slope with a roll-off factor of 0.107 within a window time

of 12.8 µs for better spectrum containment and less out-of-band radiation. It

is assumed that DME does not use narrow-band filters at their receiver input.

With that, DME might be susceptible to interference even if the transmit spec-

trum of the potential interferer is strongly contained. Therefore, the existing

LDACS PHY to utilizes a fixed transmission bandwidth of only 498 kHz over

in between the 1 MHz spectrum grid of DME as shown in Figure 1.4.

An efficient utilization of non-contiguous narrowband spectrum between DME

signals is challenging, and hence, various activities to invent breakthrough tech-

nologies that provide higher spectral efficiency are being encouraged. Given

the history of more than a century of wireless innovation, redesign of the PHY

is critical to improving the vacant spectrum utilization.

1MHz

DME DME
Δf

498KHz

OFDM

DME Interference Threshold

Frequency

Figure 1.4: LDACS1 deployment scenario.

Most of the existing works focused on the theoretical analysis [11, 12] and

multiple antenna extensions [13, 14] of windowed OFDM-based LDACS PHY.

One possible approach to improve the spectrum utilization of existing PHY is

additional filtering, which reduces the OOB emission further and allows wider
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transmission bandwidth without compromising the interference to legacy DME

users as shown in Figure 1.5. However, the use of filtering may lead to a higher

chip area, delay and power consumption hence, the design of low complexity

LDACS PHY is desired. The fixed transmission bandwidth of existing LDACS

has limited capability to support heterogeneous services demanding different

bandwidths and dynamic control over PHY parameters such as OOB emission,

transmission bandwidth, etc. Thus, reconfigurable LDACS PHY is desired.

1MHz

DME DME
Δf

KHz498

OFDM

dlence ThreshoME InterferD

Frequency

OFDM  with
filtering

Figure 1.5: Windowed/ Filtered LDACS deployment scenario for a given DME interference threshold.

Additionally, the reconfigurable LDACS PHY needs to satisfy the spectral

mask as shown in Figure 1.6 to establish a non-interfering LDACS-DME co-

existence scenario. In the spectral mask, the relative attenuation is specified at

particular frequencies away from the center frequency of an LDACS channel.

The 0 dB level in the mask is the average LDACS transmitter in-band power

density. The different attenuation values on the frequency axis are computed

considering the LDACS channel bandwidth as 498 kHz. The frequencies away

from the center frequency of a LDACS channel and the corresponding attenua-

tion values are: (250 kHz, 0 dB), (337.5 kHz, -34 dB), (625 kHz, -53 dB), (775
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kHz, -59 dB), (1250 kHz, -69 dB), (2000 kHz, -76 dB), (4000 kHz, -90 dB).
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Figure 1.6: LDACS1 spectral mask.

From an architecture perspective, the performance analysis of existing and

proposed LDACS PHY on fixed-point hardware in the presence of various ra-

dio frequency (RF) impairments and wireless channels/interference is critical

to analyze its feasibility on hardware. Furthermore, in a dynamic spectrum en-

vironment, the capability to sense the entire L-band as efficiently as possible

is desired. Motivated by these open research directions, the work presented in

this thesis focus on the design of low complexity reconfigurable LDACS PHY

augmented with computationally efficient wideband sensing and in-depth per-

formance analysis on system-on-chip (SoC).

1.3 Research Objectives and Major Contributions

The work presented in this thesis aims to address the research challenges related

to the design of reconfigurable and low complexity LDACS PHY and efficient

implementation on SoC. These challenges will be addressed via the following

research objectives:

• Study existing LDACS and modify it to support new frame structure to en-
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able tunable transmission bandwidth without compromising on backward

compatibility.

• Design a reconfigurable LDACS PHY using tunable digital filtering to sup-

port tunable transmission bandwidth and investigate its performance via

synthetic as well as real radio signals.

• Explore various low complexity tunable digital filters to optimize the hard-

ware complexity without compromising on PHY performance.

• Explore hardware-software co-design to map the proposed LDACS PHY

on heterogeneous Zynq SoC from Xilinx consisting on processing systems

(PS) i.e. ARM processor, programmable logic (PL) i.e. field programmable

gate array (FPGA) and RF front end, AD9361 from Analog Devices.

• In-depth performance analysis on fixed-point hardware in the presence of

RF impairments and wireless channels/interference.

• Design low complexity wideband sensing to identify spectrum opportuni-

ties in a frequency range of 204 MHz in L-band.

Various contributions of this thesis to meet the above research objectives are

summarised as follows:

A1. Our first contribution is to propose a new LDACS PHY frame structure

comprising of data, null, and reference signals to support tunable band-

width ranging from 186 kHz to 732 kHz. The proposed frame structure

is backward compatible with the existing LDACS frame structure when
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the transmission bandwidth is 498 kHz. The frame structure is designed

with the standard sub-carrier spacing and symbol duration of 9.76 kHz and

102.4 µs, respectively.

A2. Using the new frame structure, we proposed a reconfigurable filtered OFDM

(Ref-OFDM) based LDACS PHY which is the second contribution of this

thesis. The Ref-OFDM uses a reconfigurable linear phase fixed-coefficient

multi-band finite impulse response (FIR) filter to enable on-the-fly control

over transmission bandwidth. Filtering results in lower interference to in-

cumbent L-band legacy users and wider tunable transmission bandwidth

(186 kHz - 732 kHz). The reconfigurable filter also supports multiple nar-

rowband transmissions leading to significant improvement in the vacant

spectrum utilization. Along with theoretical and performance analysis us-

ing synthetic data, we also demonstrate the functionality of the proposed

Ref-OFDM PHY in a real radio environment on universal software radio

peripherals (USRPs) based testbed. The simulation and experimental re-

sults show the proposed PHY significantly improves the BER, throughput,

and achieves at least 32 dB lower interference to incumbent L-band users

than existing LDACS.

A3. From an architecture perspective, the performance analysis of LDACS PHY

on fixed-point hardware is critical. Hence, mapping of PHY on SoC is the

main motivation behind the third contribution of this thesis. We design and

implement existing and proposed LDACS PHY on heterogeneous Zynq

System on Chip (ZSoC) platform using the hardware-software co-design
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workflow of MATLAB and Simulink. Such a co-design approach gives

the flexibility to choose which part of the PHY to implement on PL and

which on PS to meet the given area, delay and power constraints. The

various PHY architectures are then integrated with analog front-end to en-

dorse its performance in the presence of various RF impairments, DME

interference, and wireless channels. Though Ref-OFDM PHY offers supe-

rior BER, OOB emission and throughput performance, it incurs a higher

penalty in resource utilization (27 % higher DSP48 based embedded multi-

plier) and power consumption.

A4. The fourth contribution of the thesis focused on improving the resource

and power consumption of Ref-OFDM. The proposed low complexity re-

configurable filtered OFDM (LRef-OFDM) based LDACS is designed us-

ing novel interpolation and masking-based multi-stage FIR filter. The pro-

posed filter offers tunable bandwidth, satisfies the stringent spectral atten-

uation requirements of LDACS and offers significantly lower complexity.

We show that the LRef-OFDM based LDACS offers identical OOB and

BER performance to Ref-OFDM with 14.14 % less power and fewer re-

sources (12.78 % DSP48).

A5. The spectrum is a scarce resource and, thus spectrum sensing is impor-

tant for future communication systems. A sub-Nyquist Sampling (SNS)

based L-band spectrum characterization is proposed in the fifth and final

contribution. The proposed approach replaces high-speed wide bandwidth

analog-to-digital converter (ADC) with multiple low-speed narrow band-
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width ADCs. We consider two SNS approaches: 1) Modulated wideband

converter (MWC) and 2) Finite rate of innovation (FRI). SNS is followed

by spectrum reconstruction via orthogonal matching pursuit (OMP). To the

best of our knowledge, this is the first work exploring SNS for LDACS. We

show that the FRI offers a better probability of detection, higher through-

put (at lower number of ADCs), and fewer sensing failures than MWC and

requires a lower number of ADCs due to non-contiguous sensing.

1.4 Outline of Thesis

The rest of the thesis is organized as follows. Chapter 2 gives an overview of the

existing LDACS and its extensions. A literature review of numerous LDACS

PHY waveforms, digital filter design and hardware platforms is provided. Chap-

ter 3 demonstrates the functionality of the proposed Ref-OFDM based LDACS

PHY, and it’s performance analysis uses synthetic data and real radio signals.

In Chapter 4, the architecture of the proposed LDACS-PHY is designed and im-

plemented on the ZSoC platform. Its performance is evaluated on fixed-point

hardware in the presence of various RF impairments and wireless channels/inter-

ference. Chapter 5 presents a power-efficient and LRef-OFDM based LDACS

using a multi-stage FIR filter. The work described in Chapter 3- Chapter 5,

concentrates on the design of reconfigurable and low complexity LDACS PHY

and its performance analysis in a real-radio environment and feasibility on SoC.

In Chapter 6, a SNS based L-band spectrum characterization is presented to

identify vacant spectrum opportunities in L-band for better spectrum utilization.
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Chapter 7 concludes the thesis with some possible future directions.
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Chapter 2

Literature Review

In this chapter, we review the various state-of-the-art works related to air-to-

ground communication in FCI. We begin with the existing LDACS and its ex-

tensions, LDACS PHY waveforms, and digital filter design. In the end, we

discuss the various hardware platforms available for the LDACS prototype and

existing LDACS testbeds.

2.1 LDACS Specifications and Extensions

As discussed in Chapter 1, the LDACS system can be deployed in the L-band

using two overlay and inlay approaches. In the overlay approach, it is deployed

in the vacant spectrum where no other legacy system is present. This approach

is straightforward and chosen for GSM like LDACS2 in the 960-975 MHz va-

cant band. On the other hand, LDACS1 is deployed using an inlay approach in

between the 1 MHz frequency grid of DME signals. The LDACS1 Broadband

multicarrier system uses the OFDM due to the capability to support high-speed
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delay-sensitive multimedia services and compatibility with the cellular commu-

nication standards. LDACS1 also applies a raised cosine slope with a roll-off

factor of 0.107 within a window time of 12.8 µs.

The LDACS physical layer specifications and their usefulness for CNS ap-

plications are summarized in [10, 15, 16]. In [10, 15], the channel bandwidth

of LDACS1 is specified as 498.05 kHz, used by an OFDM system with 50

sub-carriers, resulting in a sub-carrier spacing of 9.765625 kHz. The existing

LDACS is used for data or voice communication between aircraft and ATC,

recording and controlling aircraft movement, determining aircraft position, etc.

In [16], LDACS system performance has been analyzed for both inlay and

overlay approaches. The authors have applied additional methods such as pilot

boosting and pilot erasure, leading to a system performance close to that achiev-

able with perfect channel knowledge. The results in [16] show the compatibility

of LDACS with the DME signal in the critical inlay approach.

The theoretical results presented in [6, 17] confirm the inlay approach’s fea-

sibility in the L-band. The authors have analyzed the DME power and pulse

rate effect on the BER of inlay approach-based LDACS. Also, the analysis is

limited to the DME interference specific to European aerospace. The result ob-

tained during compatibility measurements of LDACS carried out at labs of the

German Air Navigation Service Provider are presented in [18]. The authors

have considered various possible interference scenarios for the inlay deploy-

ment. The experimental results show that the LDACS DME co-existence is
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feasible in the most strict inlay environment and claimed that additional device

under tests (DUTs) could be included to prove the compatibility in other in-

terference scenarios. In [19], a new model has been proposed to evaluate and

compare the performance of various FCI links as per the required communica-

tion performance (RCP) metric introduced by the ICAO. The analysis has also

identified the desired characteristics for any data link to meet RCP requirements.

In [20–22], interference analysis is done via characterizing various incum-

bent users in theL-band in terms of their spectral characteristics, transmit power,

and the duty cycle. The simulation results in [20] show a slight degradation in

the BER performance of LDACS for higher DME power. Two algorithms have

been proposed to mitigate the DME interference, in [21] and [22]. In [21], the

pulse blanking technique has been proposed for interference mitigation by re-

constructing and subtracting ICI. The required shape of the subcarrier spectra

is derived from the pulse blanking window. The authors have also proposed

an iterative receiver design to estimate the transmitted data symbols and the

channel coefficients of each subcarrier. Supervised learning-based DME multi-

path mitigation technique, performance, and sensitivity analysis are presented

in [22].

The works in [23, 24] validate the performance of LDACS in the presence

of incumbent L-band users on the hardware testbed at intermediate frequency

level. These tests validate the fixed-point implementation of LDACS. Experi-

ments in real radio environments are being carried out to analyze the effect of

nonlinearities in the power amplifier and analog-front-end on the performance
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of LDACS.

Apart from the transmitter, the design of the L-DACS1 receiver is introduced

using methods for mitigating interference from other L-band systems in [16].

On the receiver side, reconfigurable low complexity filter and filter bank archi-

tectures for channelization and spectrum sensing applications have been pro-

posed in [25,26]. Such architectures are based on the frequency response mask-

ing approach, and they allow the LDACS receiver to receive or sense single and

multiple frequency bands simultaneously.

Most of the existing works deal with improving the performance of the ex-

isting LDACS system. Windowed OFDM still has high out-of-band emission.

To design an FCI system for various CNS applications, it must offer large trans-

mission capacity, low latency, and high elasticity, along with the capability to

support a wide variety of services. For this, OFDM alone may not be sufficient,

and hence, a reconfigurable transceiver that can support multiple waveforms

needs to be developed. A brief review of the candidate waveforms for such

transceivers is presented in the next section.

2.2 LDACS PHY Waveforms

Here, we briefly review the candidate waveforms that can replace OFDM to im-

prove the transceiver system according to today’s requirements. Various work

has been done on improvising these waveforms in terms of complexity, PAPR,

PSD, BER, etc. Please refer to Table 2.1 for a comparison of these waveforms.
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Figure of Merit OFDM FOFDM WOFDM FBMC GFDM
PAPR High High High High Moderate
OOB Emission High Low Low Low moderate
Spectral Efficiency Low Low Low High High
Complexity Low Moderate Moderate High High
MIMO Support Yes Yes Yes Challenging Challenging

Table 2.1: Comparison of candidate waveforms

2.2.1 Orthogonal Frequency Division Multiplexing (OFDM)

At present, OFDM is a widely adopted waveform for wireless physical layer due

to its robustness against multipath channels and Fast Fourier Transform (FFT)

based computationally efficient architecture. The basic OFDM transceiver ar-

chitecture is shown in Figure 2.1. In OFDM, the randomly generated input

bitstream is encoded via a channel encoder. The encoded data is modulated

by an appropriate modulation scheme such as BPSK, QPSK, 16 QAM, and 64

QAM, followed by the symbol to frame mapping for given transmission band-

width. These complex symbols are then mapped to orthogonal subcarriers us-

ing N point IFFT. A CP of length NCP is added to the OFDM symbol to avoid

inter-symbol interference. In the end, the signal is transmitted over the wireless

channel via an RF transmitter. The receiver performs similar operations in re-

verse order. To further improve the transceiver performance, various waveforms

such as generalized frequency division multiplexing (GFDM) [11, 27, 28], win-

dowed overlap and add OFDM (WOLA-OFDM) [29], universal filtered mul-

ticarrier (UFMC) [30], filter bank multicarrier (FBMC) [11, 31] and filtered-

OFDM (FOFDM) [27, 32–35] are being studied. Also, in the past, OFDM has

been successfully deployed in 4G LPP and Wi-Fi standards [11,27], and similar

work on waveforms is being done for these cellular networks [11, 27–35].
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Figure 2.1: Transceiver architecture of OFDM [36].

The time-frequency lattice structures of these waveforms for a transmission

bandwidth B are shown in Figure 2.2. Here, dk,m is the data transmitted on

the kth subcarrier and in the mth sub-symbol of the block. Therefore, the total

number of symbols is N = KM . In OFDM, there are N sub-carriers, and one

symbol is transmitted on each sub-carrier, whereas the GFDM is a block-based

approach that spread the data across a two-dimensional (time and frequency)

block structure (multi-symbols per multicarriers) as shown in Figure 2.2a and

2.2b respectively. Other waveforms such as FOFDM, WOLA-OFDM, UFMC,

FBMC follow the similar time-frequency (TF) lattice structure as OFDM.
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Figure 2.2: TF lattice structure [37] of (a) OFDM (b) GFDM.
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2.2.2 Generalized Frequency Division Multiplexing (GFDM)

A flexible multicarrier modulation scheme, named GFDM, has been proposed

in [28] for the air interface of 5G networks. GFDM is a block-based, non-

orthogonal multicarrier transmission scheme. It spread the data across a two-

dimensional (time and frequency) block structure (multi-symbols per multicar-

riers) and employs circular pulse shaping. The subcarriers are filtered with a

prototype filter that is circularly shifted in the time and frequency domain. A

data block is composed of K carriers and M time slots and transmits N = KM

complex modulated data as shown in Figure 2.2b. The GFDM transceiver ar-

chitecture is shown in Figure 2.3. Subcarrier filtering offers a trade-off between

spectral efficiency and complexity. Also, The architectural difference of GFDM

with the existing OFDM does not provide backward compatibility, making it

less suitable for future A2GC.
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Figure 2.3: Transceiver architecture of GFDM [36].
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2.2.3 Universal Filtered Multicarrier (UFMC)

In [30], UFMC has been proposed to overcome the drawbacks of OFDM. [30]

presents the UFMC where a group of subcarriers is filtered to reduce the OOB

emission. The block diagram of UFMC is shown in Figure 2.4. UFMC does not

require a CP, and it is possible to design the filters to obtain a total block length

(L) equivalent to the CP-OFDM. However, because there is no CP, UFMC

is more sensitive to small-time misalignment than cyclic prefix- OFDM (CP-

OFDM) and FOFDM.

Serial to
parallel

converter

Modulated
bitstream

IDFT
spreader 

Parallel to
serial

converter

Filter F1k of
Length Lb1k

Serial to
parallel

converter

Modulated
bitstream

IDFT
spreader 

Parallel to
serial

converter

Filter F1k of
Length Lb2k

Serial to
parallel

converter

Modulated
bitstream

IDFT
spreader 

Parallel to
serial

converter

Filter F1k of
Length Lbmk

.

.

..
RF Tx

Channel

RF Rx
Windowing
& Serial to

parallel..

Zero Padding

Frequency
Domain

Processing

. .
2 NFFT

points FFT

.

.

.

.

.
....

Figure 2.4: Transceiver architecture of UFMC [36].

21



2.2.4 Filter Bank Multicarrier (FBMC)

The replacement of OFDM-based LDACS transceivers using FBMC is pre-

sented in [31]. The FBMC consists of a set of parallel data which are trans-

mitted through a bank of modulated filters. The basic transceiver architecture

of FBMC is shown in Figure 2.5. From the architecture perspective, the com-

plexity of FBMC is high, and receiver design is challenging due to complex

synchronization and channel equalization techniques. Since the architecture of

FBMC is significantly different from that of OFDM, the single transceiver can

not support both waveforms unless they are stacked in parallel. FBMC cannot

be easily extended to multiple antenna configurations from the future perspec-

tive, which is now a default configuration offering high data rates and improved

performance in the deep fading environment.
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Figure 2.5: Transceiver architecture of FBMC [36].

2.2.5 Windowed Overlap-Add OFDM (WOLA-OFDM)

In WOLA-OFDM, the conventional rectangular window is replaced by a win-

dowing pulse with soft edges to improve the out-of-band emission of CP-OFDM.

This smooth edge windowing is applied in the time domain via point-to-point
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multiplication between the CP block and window function output. It has re-

cently been adopted in 4G and aeronautical communication systems [29]. Such

windowing at the transmitter demands additional signal processing at the re-

ceiver to suppress the asynchronous inter-user interference. The basic architec-

ture of WOLA-OFDM is shown in Figure 2.6, which is very similar to OFDM

except for the additional time-domain windowing at the transmitter and overlap-

add processing at the receiver.
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Figure 2.6: Transceiver architecture of WOLA-OFDM [36].

2.2.6 Filtered OFDM (FOFDM)

The FOFDM uses a linear phase finite impulse response filter instead of time-

domain windowing to further improve the out-of-band emission. In [27], the

broadband aeronautical communication with the waveform designed based on

L-DACS1 and FOFDM is proposed and evaluated. The transceiver architecture

of FOFDM is shown in Figure 2.7. However, the filter needs to be carefully de-

signed and implemented as it may lead to higher inter-symbol and inter-carrier

interference. The FOFDM based LDACS in [31] has the fixed transmission

bandwidth and can not adapt the dynamic transmission bandwidth on the fly.

Additional filtering increases the complexity very high in multi-band or multi-

user transmission at different bandwidths as this will require other filters for
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each bandwidth. The complexity can be further reduced by introducing band-

width reconfigurable filtering, which requires a single filter for different trans-

mission bandwidths.
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Figure 2.7: Transceiver architecture of FOFDM [36].

Here, we reviewed various candidate waveforms for future A2GC. The wave-

forms presented in [27,28,30,31], are efficient in their own terms but are not suit-

able for LDACS transceivers as the architectures of FBMC [31] and GFDM [28]

are significantly different from that of OFDM. It cannot be easily extended to

multiple antenna configurations from the future perspective, which is now a de-

fault configuration offering high data rates and better performance in deep fad-

ing. Time misalignment of UFMC discussed in [30] makes it inappropriate for

A2GC. Since WOLA-OFDM and FOFDM have OFDM as their core waveform,

switching between three waveforms on the fly is possible. However, FOFDM

complexity is higher than OFDM due to the filtering. The design of a low com-

plexity filter and making it reconfigurable for tunable transmission bandwidth

poses a real challenge. Further, reducing the LDACS PHY complexity is es-

sential to extend the battery life. The following section will discuss numerous

filter design methods for the future generation of low complexity reconfigurable

LDACS PHY.
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2.3 Filter Design

Numerous filter design approaches employing the interpolation technique have

been proposed to obtain low complexity FIR filters. For example, a compu-

tationally efficient digital filter based on interpolation and frequency-response-

masking (FRM) technique is presented in [38]. In this paper, the designed filter

is optimized in a mini-max sense by jointly optimizing the sub-filters involved

using a convex-concave procedure. The authors also extend the work to the de-

sign of FRM filters that simultaneously promotes the filter coefficients’ sparsity

to reduce implementation complexity. Reconfigurable low complexity filter and

filter bank architectures for channelization and spectrum sensing applications

have been proposed in [25, 26]. Such architectures are based on the FRM ap-

proach [39, 40], and they allow the LDACS receiver to receive and sense single

as well as multiple frequency bands simultaneously. The block diagram of FRM

technique and corresponding frequency responses at various stages are shown in

Figure 2.8 and 2.9 respectively. In the interpolated FRM filter approach, firstly a

prototype lowpass filterHl(z) is designed of odd lengthN , then the correspond-

ing complementary filter Hc(z) is obtained by subtracting the output of the pro-

totype filter from the delayed version of the input. Later both the filters are

interpolated by the interpolation factor M to get multiband responses Hl(z
M),

Hc(z
M) presented in Figure 2.9 (b) and the undesired bands are masked with

the two cascaded lower-order masking filters Hml(z) and Hmc(z) respectively

as shown in Figure 2.9 (c). The final low pass response using the FRM approach
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is shown in Figure 2.9 (d).
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Figure 2.8: Sharp transition bandwidth digital filter based on the FRM technique [38].
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Figure 2.9: Frequency response illustration of the FRM technique.

Similarly, interpolation-based narrow-band sparse FIR filters and centrosym-

metric bandpass filters are designed in [41]. The design method is realized by

cascading a model filter with a sparse masking filter. The model filter is first

designed and then interpolated to generate the desired impulse response replica

in this technique. A sparse masking filter is used to mask the extra unwanted

passbands. A low complexity 17-band non-uniform Interpolated FIR (IFIR) fil-

ter bank for digital hearing aid applications are designed in [42]. In this paper,

a low complex 17-band non-uniform IFIR filter bank is proposed for digital
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Cutoff
frequency
range

Transition
band-
width
tbw

Flexibility Complexity Group
delay

Narrow
tbw
suit-
ability

Center
frequency
resolu-
tion for
bandpass
responses

Coefficient
decimation
- type I
(CDM-I,
MCDM-I)

Nyquist
band

Fixed Medium Medium > N/2 Yes
2/Dmax for
CDM and

1/Dmax for
MCDM

Coefficient
decimation
- type II
(CDM-II,
MCDM-II)

Nyquist
band

Variable Low High > N/2 No

Interpolation
- FRM

Nyquist
band

Variable Low Very low >> N/2 Yes 2/Mmax

Coefficient
decimation
+ interpola-
tion

Nyquist
band

Variable High Low > N/2 Yes 2/Mmax

Improved
coefficient
decimation
+ interpola-
tion

Nyquist
band

Variable Very high High > N/2 Yes 1/Mmax

Interpolation
+ Farrow
struc-
ture [44]

Nyquist
band

Variable Very high Very High >> N/2 Yes 1/Mmax

Table 2.2: Qualitative comparison of digital filters with discrete control over cutoff frequency

hearing aid applications. The band filters are generated using different levels of

interpolations on a linear phase prototype lowpass filter.

An interpolated band-pass method based narrow-band finite impulse response

(FIR) filter for 5G cellular network is proposed in [43]. The proposed filter

consists of different sub-filters such as prototype filter, Ha(e
jω), complemen-

tary prototype filter Hc(e
jω). The approach considers a band-pass filter (BPF),

Hbp(e
jω) placed in between prototype and complementary prototype filter pair.
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The FRM and interpolation-based filters are not suitable when multiple re-

sponses, each with different cut-off frequencies, are required. To fulfill the re-

quirement, authors in [45–48], proposed a bandwidth reconfigurable filter and

filter banks using the CDM and MCDM. These methods involve the selective

usage of filter coefficients by performing operations such as replacing them with

zeros and retaining/discarding them appropriately to get variable lowpass, high-

pass, bandpass, and bandstop responses. Various digital filters having discrete

control over cut-off frequency are compared in Table 2.2.

TheL-band spectrum is a scarce resource and, thus spectrum sensing is im-

portant for future communication systems. Some of the sensing techniques to

sense the L-band spectrum are reviewed in the next section.

2.4 L-Band Spectrum Sensing

The OFDM-based LDACS system is deployed in between the DME channels

having 1 MHz channel spacing. In this inlay approach, identifying the available

spectrum resources in L-band is necessary to improve further the transmission

capacity and the systematic use of the spectrum. Using the spectrum sensing

technique, we can sense the presence of DME signals. The LDACS can be

further deployed in a wider bandwidth along with the multi-band and multi-

user transmission channels where the DME signal is not present. Authors in

[49], designed a cognitive radio (CR) approach based on spectrum sensing and

spectrum management technique for detecting idle L-band in DME and allocate
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them to an L-DACS. In [50], a novel sensing method for detecting the active

LDACS transmissions via a multiplier-less correlation-based method has been

proposed. An energy-difference detection-based spectrum sensing scheme for

CR-enabled LDACS system is proposed in [51].

Authors in [51] also present a power-efficient wideband spectrum sensing

(WSS) based on SNS, providing the best accuracy-complexity trade-off. The

characterization of L-band via SNS is not handled in the literature yet. Still,

there are numerous techniques present to sense a wide band spectrum such as

random demodulator (RD) [52], Multi-Coset Sampling (MCS) [53], MWC [54],

FRI [55]. The RD [52] is used to sense only multi-tone signal, and the wideband

signal is an infinite tone signal which makes the computation very expensive.

Unlike RD, which generates samples via a single low rate ADC, the MCS [53]

uses p synchronized ADCs for the digitization. MCS requires picoseconds time

delay, which makes the synchronization very hard between ADCs. The MWC

[54] has p branches in which each branch follows the same architecture as RD.

MWC digitized all the frequency sub-bands present in the wideband. FRI [55]

follows the same architecture as MWC except that it digitizes only the frequency

bands of interest.

To recover the frequency bands several compressive sensing recovery algo-

rithms like l1-norm minimization [56,57], OMP [58,59], iterative threshold [60]

etc. are discussed in the literature. A joint spectrum sensing and interference

mitigation scheme is also developed in [49] to detect and mitigate the effect of

DME interference on the LDACS system.
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A brief review about the existing sensing techniques is presented above to

sense a wide band spectrum such as RRD [52], MCS [53], MWC [54], FRI

[55]. To recover the frequency bands several compressive sensing recovery

algorithms like l1-norm minimization [56, 57], OMP [58, 59], iterative thresh-

old [60] etc. are discussed here.

2.5 Hardware Implementation

In this section, we review and compare the available hardware platforms and

discussed numerous works done using these platforms and the work done to

analyze the performance of existing LDACS.

The implementation of various blocks in the conventional OFDM-based LDACS

on homogeneous platforms such as field-programmable gate arrays (FPGA) or

application-specific integrated circuits (ASIC) have been discussed in [62–64].

A comparison of various hardware platforms [65, 66] is presented in Table 3.4.

As shown in Table 3.4, the homogeneous platforms are application-specific [66]

and have limitations of flexibility and scalability, and may not be suitable for var-
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Figure 2.10: Xilinx ZC706 evaluation board along with its important architectural features [61].
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ious real-time decision-making tasks. Though they lack in hardware (hw) - soft-

ware (sw) integration, these platforms are power efficient and offer good perfor-

mance. Two-chip solutions with a separate chip for hardware and software allow

hardware - software reconfigurability but are not power and cost-efficient. With

the new applications coming up, higher degrees of flexibility, reconfigurability,

and scalability are required. Hence, recently, heterogeneous platforms consist-

ing of processors and hardware such as FPGA or ASIC on a single chip are

being explored. Thus, Xilinx introduced Zynq-7000 all programmable system-

on-chip/software-defined radios. The Zynq System on Chip platform consists

of FPGA as PL and Advanced RISC Machines (ARM) as PS as shown in the

architecture Figure 2.10. PS makes easy and faster decision-making operations;

conversely, PL reduces power consumption and increases speed. Different vari-

ants of zynq can have different sizes but have same software stack provides

scalability to the application design. Also, the reconfigurability of ZSoC al-

lows the functionality to be customized according to the application at run time.

Comparison of various platforms such as ASIC, application-specific standard

parts (ASSP), 2-chip solution, and ZSoC is shown in the Table 3.4.

ASIC ASSP 2-Chip Soln ZSoC
HW Reconfigurability - - + +
SW Reconfigurability - - + +

Power + + - +
Scalability - Avg + +

Performance + + Avg +
HW-SW integration - - + +

Table 2.3: Comparison of various platforms

To design and simulate the transceiver models, the hardware-software co-
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design approach is essential as it utilizes PS and PL heterogeneity. The hardware-

software co-design approach for the IEEE 802.11a transceiver system is dis-

cussed in [67]. In this approach, the transceiver is divided into two subsystems,

one to be implemented on PS and another on PL, as shown in Figure 4.3. Details

about the approach are presented in Chapter 4.
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Figure 2.11: Hardware-Software co-design approach for algorithm implementation.

The authors in [68] describe and analyze the Zynq7000 SoC from an evolv-

able hardware perspective. In FPGA-based evolvable hardware, the evolution-

ary algorithm (EA) generates candidate configurations used to configure chosen

reconfigurable blocks of the FPGA. Their experiments confirmed the platform’s

superiority for evolving hardware design in the context of area overhead, execu-

tion time, reconfiguration time, and throughput. A cognitive radio accelerated

with software and hardware (CRASH) is introduced in [69]. CRASH is a versa-

tile heterogeneous computing framework for the Xilinx Zynq SoC. They have

implemented spectrum sensing and the spectrum decision in three configura-

tions: 1. both algorithms in the FPGA, 2. both in software only, and the last

is spectrum sensing on the FPGA and spectrum decision on the CPU. Their

experiments show that CRASH can successfully segment two cognitive radio

algorithms, spectrum sensing and the spectrum decision, between the Zynq’s
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FPGA fabric and ARM processors.

In [70], authors have implemented a CR framework called Iris on Zynq SoC.

Iris uses XML description to form a complete radio by linking the components

together and run them on PS and PL. In this paper, a setup is an OFDM setup is

evaluated for the Video transmission. A Zynq capable version of GNU Radio is

presented in [71]. They have also demonstrated the feasibility and usability of

FPGA-based SDR integrated with GNU Radio. In [72], Digital pre-distortion

(DPD) required by 3G/4G base stations is implemented on Xilinx’s Zynq All

Programmable SoC. DPD is an advanced digital signal-processing technique

that mitigates the effects of power amplifier (PA) nonlinearity in wireless trans-

mitters. The flexible design flow of ZSoC facilitates the generation of effective

DPD solutions for modern wideband and multi-antenna transmitters. A com-

plete DPD feedback path on the Zynq SoC achieves up to 7x speed-up from

hardware acceleration using this design flow. Recently, few works dealing with

the design and implementation of OFDM-based LDACS transceivers have been

proposed in [25, 26, 62–64, 73]. Hardware architecture of a novel synchroniza-

tion method for LDACS in [62]. This method is designed to achieve synchro-

nization accuracy and to be much robust to large CFO than the SoA method.

Their implementation results show that the proposed synchronizer has reduced

hardware usage and very low dynamic power consumption. In [73], the design

of the LDACS transceiver via partial reconfiguration approach of the FPGA has

been proposed. It offers significant improvement in the power consumption of

the transceiver without compromising on performance. Authors in [25, 26] in-
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troduces reconfigurable low complexity filter and filter bank architectures for

channelization and spectrum sensing applications on the receiver side. These

architectures are based on the frequency response masking approach and allow

the LDACS receiver to receive and/or sense single as well as multiple frequency

bands simultaneously. In [64], partial reconfiguration capability of the FPGA is

used to design a flexible LDACS transceiver.

From the architecture perspective, most of the LDACS transceivers are ana-

lyzed via simulations, and their performance analysis on fixed-point hardware in

the presence of various RF impairments and wireless channels/interference has

not been done yet. In this section, works done on various hardware platforms

to analyze the performance of existing LDACS were reviewed. For the new-age

applications, ZSoC is the most suitable platform to implement the transceivers

in real-time. Few works dealing with the design and hardware implementation

of OFDM-based LDACS transceivers are presented in [25, 26, 62, 73].

2.6 Summary

This chapter presents a brief review of the existing LDACS and its extensions,

along with the LDACS PHY waveforms and digital filter design. We also dis-

cussed the various hardware platforms available for the LDACS prototype and

existing LDACS testbeds.

In the next chapter, we discuss the proposed reconfigurable LDACS PHY

framework and analyze its performance on USRP.

34



Chapter 3

Revised LDACS Protocol for

LDACS-DME Coexistence

Exponential increase in global air traffic and demands to support heterogeneous

services ranging from data to multimedia have compelled communication the-

orists and engineers to explore an alternative to existing very high frequency

(VHF) band (118-137 MHz) based A2GC system. One possible alternative

is to exploit multiple 1 MHz vacant frequency bands between incumbent dis-

tance measuring equipment (DME) signals in L-band (960-1164 MHz) and

led to proposal of LDACS. An efficient utilization of such narrowband non-

contiguous spectrum is challenging and hence, various activities to invent break-

through technologies that provide higher spectral efficiency are being encour-

aged. Given the history of more than a century of wireless innovation, redesign

of physical layer (PHY) is critical to improve the vacant spectrum utilization.

Success of OFDM in cellular and WiFi networks makes it the popular choice

for LDACS PHY. However, initial research shows that OFDM based LDACS
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PHY offers a fixed transmission bandwidth of only 498 kHz over 1 MHz spec-

trum resulting in less than 50% spectrum utilization. This is due to the high

OOB emission and hence, interference to legacy DME signals. Furthermore,

fixed transmission bandwidth limits its usefulness to support heterogeneous ser-

vices demanding distinct bandwidths and dynamic control over PHY parameters

such as OOB emission, transmission bandwidth etc.

This chapter presents the design of the proposed PHY frame structure /sig-

nals to support tunable bandwidth. The proposed frame structure maintains

the complete compatibility with existing LDACS and offers transmission band-

width from 186 kHz to 732 kHz compared to 498 kHz in existing LDACS. To

support such frame structure, we develop a reconfigurable filtered OFDM (Ref-

OFDM) based LDACS PHY and it is the second contribution of this thesis. The

Ref-OFDM augments conventional OFDM with dynamic scheduler to support

tunable bandwidth and reconfigurable linear phase fixed-coefficient multi-band

finite impulse response (FIR) filter to enable on-the-fly control over transmis-

sion bandwidth. It also supports multi-band filtering for simultaneous trans-

mission in multiple narrow frequency bands. In addition to the performance

analysis using synthetic data, we demonstrate the functionality of the proposed

Ref-OFDM PHY in real radio environment on universal software radio periph-

erals (USRPs) based testbed.

36



3.1 LDACS Deployment Environment

In this section, we discuss LDACS deployment environment which is useful for

better understanding of the proposed work.

3.1.1 L-Band for A2GC

The spectrum occupancy of L-band is shown in Figure 1.3. Various legacy or

incumbent users in L-band are DME signals (960-1215 MHz), joint tactical

information distribution system (JTIDS), universal access transceiver systems

(UAT at 978 MHz), secondary surveillance radar (SSR) at 1030 MHz and 1090

MHz [5]. The LDACS system can be deployed in the L band using two ap-

proaches: overlay and inlay approach. In overlay approach, it is deployed in

the vacant spectrum where no other legacy system is present. This approach is

easy and chosen for GSM like LDACS2 in 960-975 MHz vacant band. On the

other hand, overlay approach is not suitable for OFDM based LDACS due to

limited vacant spectrum in the L-band. Hence, an inlay approach is envisioned

exploiting the multiple 1 MHz frequency bands between DME signals.

The DME is a transponder-based navigation system used to measure the slant

range distance [17]. It is composed of Gaussian shaped pulse pairs. The time

and frequency domain representations of the DME signal, shown in Figure 3.1

(a) and (b) respectively, can be evaluated as:

S(t) = e
−αt2

2 + e
−α(t−∆t)2

2 (3.1)
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S(f) = A

√
8π

α
e

−2π2f2

α ejπf∆tcos(πf∆t) (3.2)

where, α is pulse width of 4.5× 10−11 s−2, ∆t represents the spacing of the

pulses (=12 µs) and A is constant depending on the power of DME signal.
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Figure 3.1: Legacy L-band DME signal (a) Time domain response (b) Power spectral density.

Based on the existing spectrum allocation and occupancy measurements con-

ducted worldwide, the identified spectrum for LDACS deployment are: 1) For-

ward link: 1110 - 1156 MHz and 2) Reverse link: 964 MHz - 1010 MHz. Due

to stringent interference specifications of DME signals, the design of reconfig-

urable transceiver for improving the spectrum utilization of existing LDACS is

a challenging task and aim of the work presented in this chapter.

3.1.2 Wireless Channel Models

For LDACS environment, three channels are modeled: Airport (APT), Termi-

nal Maneuvering Area (TMA), En-routing (ENR). They are modeled as wide

sense stationary uncorrelated scattering channels and characterized using three

properties: fading, delay paths, and Doppler frequency [74].
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The A2GC link encounters APT channel during the arrival and departure

phases of the aircraft i.e. when the aircraft is on the ground and moving slowly.

In this case, the line-of-sight (LOS) path is assumed to be blocked resulting in

Rayleigh fading [8, 74].

The TMA channel is modeled for the communication during the landing/take-

off of the aircraft. Since the aircraft is at a low height, strongly scattered paths

are observed in addition to LOS path. It experiences Rician fading with 10 dB

Rician K factor which is the ratio of LOS component power to the power of scat-

tered paths. For the worst case scenario, when the scatters from buildings are

uniformly distributed, the Doppler spectrum follows Jakes distribution [8, 74].

The ENR Channel is modeled for the communication during the flying mode.

This channel typically consists of a strong path as well as other reflected and

delayed paths. Therefore, the fading for this model is considered as Rician

fading with the Rician k factor of 15 dB [8, 74]. It is higher than the TMA

channel due to strong LOS path. The Doppler power spectrum of the reflected

path follows a Gaussian distribution.

The channel parameters are given in Table 3.1. Note that the Doppler fre-

quency is obtained as FD = Fc
v
c . Here, the Fc is the carrier frequency and is at

most 1215 MHz, v is the velocity of the aircraft is m/s (1 Knots True Airspeed

(KTAS)= 0.5144 m/s) and c = 3× 108m/s.
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scenario Max De-
lay (µs)

Acceleration
((m/s2))

Harmonics Velocity
(KTAS)

Doppler Fre-
quency (Hz)

APT 3 5 8 200 (1215e6)200×.5144
3e8

= 413
TMA 20 50 8 300 (1215e6)300×.5144

3e8
= 624

ENR 15 50 25 600 (1215e6)600×.5144
3e8

= 1250

Table 3.1: Channel parameters

3.2 Proposed Reconfigurable LDACS Protocol: Frame Structure

In this section, we present the frame structure of the proposed reconfigurable

LDACS protocol that supports multiple transmission bandwidths. The require-

ments of the frame structure are:

• It should be identical to the existing LDACS frame structure when the trans-

mission bandwidth is 498 kHz.

• The sub-carrier spacing should be fixed and equal to 9.76 kHz as it depends

on the LDACS deployment environment and hence, can not be chosen ar-

bitrarily.

• The number of symbols per frame should be fixed and independent of the

transmission bandwidth.

• It is preferable to use identical synchronization and pilot symbol patterns

as in existing LDACS protocol.

Based on an experimental study of channel conditions between aircraft and

ground terminals at different phases of the flight, the sub-carrier bandwidth is
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limited to 9.76 kHz, and hence, the symbol duration is 120 µs [10, 15, 16]. For

these specifications and to support different bandwidths ranging from 100 kHz

to 1 MHz, the FFT size in the proposed protocol is chosen as 128 compared

to 64 in the existing protocol. The proposed frame structure for the revised

LDACS protocol depicting the data, pilot, and synchronization symbol patterns

and their locations for 732 kHz transmission bandwidth is shown in Figure 3.2.

27 Null Subcarriers 26 Null Subcarriers

54 

Symbols

f

t

Pilot pattern 1 Pilot pattern 2 Pilot pattern 3 Pilot pattern 4 Pilot pattern 7Pilot pattern 5 Pilot pattern 6

Repeats after periodic intervalFixed at symbol 3 Fixed at symbol 54

Data Symbols Synchronization Symbols

Figure 3.2: Proposed frame structure for the revised LDACS protocol depicting the data, pilot and synchronization
symbol patterns and locations for 732 kHz transmission bandwidth.

The frame consists of 128 sub-carriers with the middle sub-carrier being the

DC null sub-carrier. The first two symbols of each sub-carrier are reserved for

synchronization. The frame comprises of at the most seven different pilot pat-

terns which are critical for accurate channel estimation and equalization at the

receiver. Similar to the existing protocol, we use fixed pilot patterns, pattern

1 (P1) and pattern 7 (P7), at the third and last symbols, respectively. Since
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four sub-carriers separate the pilot symbols in P7 on either side of the DC sub-

carrier and the frequency resolution between adjacent sub-carrier is 9.76 kHz,

the bandwidth can be incremented by 78 kHz only. Based on empirical obser-

vations, the bandwidth above 732 kHz is not feasible due to high interference

to the DME signal. Also, the bandwidth below 186 kHz may not be suitable for

the multi-carrier waveform. Thus, the proposed frame structure supports eight

discrete bandwidths which are 732 kHz, 654 kHz, 576 kHz, 498 kHz, 420 kHz,

342 kHz, 264 kHz, and 186 kHz. For these bandwidths, the number of symbols

should be fixed and multiple of the number of repeating pilot patterns, P2−P6.

For instance, for 732 kHz-342 kHz, all five patterns (P2 − P6) are used while

for the 264 kHz and 186 kHz bandwidth, the patterns used are P2 − P5 and

P2 − P4, respectively. Hence, the number of symbols per frame is fixed to 54

out of which 2 are synchronization symbols, and 2 are pilot patterns, P1 and

P7. The number of null-sub-carriers on each side depends on the transmission

bandwidth as shown in Figure 3.3.

3.3 Theoretical Analysis of the Proposed Reconfigurable OFDM Based

LDACS Protocol

In this section, we present the design and analysis of the proposed Ref-OFDM

waveform based transceiver for the proposed frame structure as discussed in

Section 3.3.

The motivation behind the proposed transceiver is to support various ser-
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Figure 3.3: Proposed frame structure for the revised LDACS protocol depicting the data, pilot and synchronization
symbol patterns and locations for the transmission bandwidth of (a) 498 kHz and (b) 186 kHz (c) 264 kHz (d) 342
kHz.

vices that demand distinct bandwidths. For example, consider the scenario in

Figure 3.4 (a) where the existing LDACS can support at the most 498 kHz band-

width due to the high out-of-band emission of OFDM. Similarly, it does not al-

low the multiple users to share the frequency band especially when transmitting

over a narrow bandwidth as shown in Figure 3.4 (b).

1MHz

DME DME
Δf

498KHz

OFDMRef-OFDM

DME Interference Threshold

Frequency

(a)

1MHz

DME DMERef-OFDM

Frequency

User 1 User 1/2

DME Interference Threshold

(b)

Figure 3.4: (a) Single user, and (b) Multi-user LDACS deployment scenarios for a given DME interference threshold.
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The proposed waveform aims to overcome these drawbacks. The require-

ments of the new waveform are:

• It should allow transceivers to adapt the transmission bandwidth over a

wide range without compromising on the interference constraints of the

incumbent L-band users (e.g., DME).

• The implementation complexity of the transmitter and receiver should be

as low as possible.

• It should be compatible with existing OFDM based LDACS transceivers.

Ideally, transceivers should be capable of dynamically switching between

existing and new waveform on-the-fly.

To begin with, we present the design details of the transmitter along with the

USRP setup followed by the receiver.

3.3.1 Ref-OFDM Transmitter

The block diagram of the Ref-OFDM transmitter is shown in Figure 3.5. As

per the LDACS specifications, it consists of randomizer block which random-

izes the input data to be transmitted by XORing with the LDACS randomizer

stream. The data is then encoded via Reed Solomen (RS) and Convolutional

(CC) encoder with the coding rate as 0.9 and 0.5, respectively. A helical block

interleaver is used to minimize the probability of burst errors. The output of the

interleaver is modulated by an appropriate modulation scheme such as QPSK,
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16 QAM, and 64 QAM followed by the symbol to frame mapping for given

transmission bandwidth. After conventionalN point Inverse Fast Fourier Trans-

form (IFFT) and Cyclic Prefix (CP) addition, the discrete time domain signal

corresponding to the kth sub-carrier can be given as,

x[n] =
1

K

K−1∑
k=0

Xke
j2πkn
K (3.3)

where, K is the IFFT size, n is the discrete time index and Xk is frequency

domain response of the transmitted signal at the kth sub-carrier. It is given by

Xk =
K−1∑
n=0

x[n]e
−j2πkn
K (3.4)

The x[n] is then filtered using the proposed reconfigurable digital filter f [n].

Hence, the proposed waveform is referred to as Ref-OFDM waveform. The

output of the filter x′[n] is appropriately up-sampled and transmitted over the

channel via analog front-end and antenna. The transmitted signal x′[n] is the

convolution (∗) of x[n] and the filter f [n] and can be expressed as,

x′[n] = f [n] ∗ x[n] (3.5)

Modulator
Channel 

Encoder

LDACS1 

Randomizer

128-IFFT and 

CP Addition
I/P Analog 

Front-End

Subcarrier 

Mapping

Reconfigurable 

Multi-band filter 

f[n]

Figure 3.5: Block diagram of the Ref-OFDM based LDACS transmitter.
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Next, we present the design details of the reconfigurable filter.

3.3.1.1 Filter Design for Single Band Transmission

For the proposed LDACS specifications discussed in Section 3.3, we need a

filter which can support eight different bandwidths. One way to design such a

filter is the Velcro approach where eight distinct filters are stacked in parallel

[75]. Such approach incurs vast area and power complexity and still offers

limited flexibility. In a programmable filter, filter coefficients corresponding

to different frequency responses are stored in the memory and retrieved when

required [76]. Though less complicated than Velcro approach, reconfiguration

time of the programmable filters is high, and it can not take advantage of the

methods which significantly reduce the complexity of fixed coefficient filter

by replacing the computationally intensive coefficient multiplication operation

with the hardware-friendly shift and add operations.

The proposed reconfigurable fixed coefficient filter offers variable bandwidth

baseband bandpass responses and is based on the coefficient decimation method

(CDM) and its extensions [45,77]. To begin with, we discuss CDM using a suit-

able example. Consider the prototype baseband bandpass filter, F (ejωc), where

2ωc is the bandwidth of the filter. The prototype filter is designed of length

Lf . The filter coefficients are obtained using Parks-McClellan optimal FIR

filter design method and the filter response for ωc = 0.12π is shown in the

Figure 3.6(a). Note that all frequency specifications in this subsection are nor-

malized for half the sampling frequency. The CDM can provide the frequency
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responses with the bandwidth integral multiple of the original bandwidth, 2ωc

using fixed-coefficient prototype filter. Let us consider this integer factor as

D ∈ {1, 2, 3..}. In CDM with factor D, every Dth coefficient of the prototype

filter is kept unchanged and remaining coefficients are truncated to zero [45].

This results in the multi-band frequency response, F cdm(ejωc), which is given

as

F cdm(ejωc) =
1

D

D−1∑
i=0

F (ej(ωc−
2πi
D )) (3.6)

Next, every Dth coefficient of the filter is grouped by removing the zero-

valued coefficients to obtain the baseband bandpass response with the band-

width 2Dωc. For example, the frequency responses obtained using the proto-

type filter in Figure 3.6(a) and the CDM with D = 2 and D = 6 are shown

in Figure 3.6(b). Note that, the filter coefficients are fixed and independent of

D. However, the transition bandwidth and stop-band attenuation deteriorate by

factor D. One way to overcome this deterioration is to over-design the pro-

totype filter with higher order. An extension of CDM referred to as modified

CDM (MCDM) [77], offers decimated bandpass response with large bandwidth

using a smaller value of D than that required in the CDM. In MCDM, all coeffi-

cients except every Dth coefficient of the prototype filter, F (ejωc) are discarded

followed by sign reversal of every alternate retained coefficient. The filter re-
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sponse is then given by

Fmcdm(ejωc) =
1

D

D−1∑
i=0

F (ej(ωc−
π(2i+1)

D )) (3.7)

For instance, MCDM [77] with factor D results in a bandstop response and

the corresponding bandpass response, with bandwidth 1−Dωc, can be obtained

by subtracting it from an appropriately delayed version of the input signal. For

example, the MCDM with D = 2, offers the bandpass response with the band-

width of 0.76π as shown in Figure 3.6(c). It has narrower transition bandwidth

and better stopband attenuation than the bandpass response with bandwidth

0.72π obtained using the CDM in Figure 3.6(b).
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Figure 3.6: Reconfigurable filter design using CDM and MCDM. (a) Prototype baseband bandpass filter with
ωc = 0.12π (b) Baseband bandpass filter responses with the bandwidth 0.24π and 0.72π obtained using the CDM
approach with D = 2 and D = 6, respectively, (c) Baseband bandpass filter responses with the bandwidth 0.76π

obtained using the MCDM with D = 2.

The proposed filter is designed using a combination of CDM and MCDM.

For easier understanding, we mention normalized bandwidths corresponding to
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actual transmission bandwidths in Table 3.2. The maximum input frequency is

1.25 MHz (=128 * 9.76 kHz) which corresponds to the sampling frequency of

2.5 MHz. For the desired values of bandwidths, we obtain the bandwidth of the

prototype filter as 0.24π (i.e., ωc = 0.12π) and range of D as {2, 3, 4, 5, 6, 7}

via dynamic programming. For instance, the MCDM with D = 7 and proto-

type filter with ωc = 0.12π give bandpass response with bandwidth 0.32π (i.e.,

ωcd = 0.16π). Since the CDM and MCDM result in deterioration of the filter

response, the prototype filter needs to be over-designed such that the passband

ripple, stopband attenuation and transition bandwidth of the prototype filter are

Dmax(= 7) times better than the respective desired values of these parameters.

Based on these parameters, order and coefficients of the prototype filter are ob-

tained. For example, for the desired stop-band attenuation, pass-band ripple

and transition bandwidth of 70 dB, 0.1 dB and 0.1π, respectively, the prototype

filter order is 240 and bandwidth is 0.24π, i.e., ωc = 0.12π. Please refer to Ta-

ble 3.2 for mapping between the desired bandwidth and corresponding D. The

baseband bandpass responses for these bandwidths are shown in Figure 3.7.

Bandwidth
(kHz)

Desired cut-off fre-
quency (ωcd)

Decimation Factor
(D)

Filter Method

186 0.16 π 7 MCDM
264 0.22 π 2 CDM
342 0.28 π 6 MCDM
420 0.34 π 3 CDM
498 0.40 π 5 MCDM
576 0.46 π 4 CDM
654 0.52 π 4 MCDM
732 0.58 π 5 CDM

Table 3.2: Reconfigurable filter design
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Figure 3.7: Variable baseband bandpass frequency responses obtained using fixed-coefficient baseband bandpass
prototype filter with ωc = 0.12π and, (a) CDM , and (b) MCDM approach.

3.3.1.2 Filter Design for Simultaneous Transmission in Multiple Bands

In this subsection, we extend the above reconfigurable filter for the case where

user simultaneously transmits in the multiple bands as shown in Figure 3.4 (b).

It is possible only when the filter provides multi-band frequency response with

no image on the other side of the DC frequency. Though CDM offers multi-

band responses, the response is symmetrical with respect to the DC frequency

for real prototype filter. In case of complex prototype filter (i.e., the prototype

filter with complex-valued coefficients), the CDM cannot offer variable band-

width responses for a given center frequency. To obtain an asymmetrical fre-

quency response with variable bandwidth and center frequency, we use conven-

tional modulation based discrete Fourier Transform (DFT) filter bank (DFTFB)

approach [78]. In DFTFB, the prototype filter is realized in the polyphase form,

and the resultant filter response is modulated using the DFT to obtain bandpass

responses at the regular interval between -1 and 1 with no image on the other

side of the DC frequency. For example, the DFTFB of order 4 needs 4-point

DFT and offers four bandpass responses at the center frequencies of -1 π, -0.5π,
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0π and 0.5π (rad/sample). Note that the bandwidth of all responses is same

and equal to the bandwidth of the prototype filter. To obtain the control over the

bandwidth, we replace the prototype filter of the DFTFB with the reconfigurable

filter discussed in the previous subsection. Thus, the bandwidth of all the sub-

bands is the same and can be tuned to one of the eight supported bandwidths

on-the-fly. The control over the center frequency of the bandpass responses can

be obtained by choosing the appropriate order of the DFT. For example, the

DFTFB of order K offers K bandpass responses located uniformly between -1

and 1 at an interval of 2/K on the normalized frequency scale.

3.3.1.3 Filter Architecture

The architecture of a K- band reconfigurable filter is shown in Figure 3.8. It

consists of N th order prototype filter with real and fixed valued coefficients as

{f0, f1, ..fN}. It is implemented in the polyphase form withK parallel branches.

The sum of the output of all the polyphase branches provides the baseband

bandpass response. The output of the polyphase filter is given to the K-point

DFT as shown in Figure 3.8 to obtain the multi-band response. Each adder in

the conventional FIR filter is replaced with coefficient decimation (CD) block

to obtain the bandpass response with variable bandwidth. The CD block either

bypass the new coefficient, fC or perform addition operation in case of CDM.

In the case of MCDM, CD block needs to perform subtraction operation for

alternate retained coefficients. The select signals are used to perform the desired

operation on each of the coefficients. The output logic unit is used to obtain
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the bandpass response by subtracting the bandstop response obtained from the

prototype filter and MCDM from the appropriately delayed version of the input

signal.

3.3.2 Receiver

The signal at the input of receiver, r[n], consists of three components: 1) The

transmitted signal after passed through the channel with impulse response hL[n],

2) DME interference signal after passed through the wireless channel with im-

pulse response hD[n], and 3) Zero-mean additive white Gaussian noise ñ0[n].

The r[n] is given as,

r[n] = hL[n] ∗ x′[n] + hD[n] ∗ s[n] + ñ0[n] (3.8)

In LDACS environment, both channels hL[n] and hD[n] assumed to have
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Figure 3.8: Architecture of the proposed reconfigurable K-band filter.
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identical statistics such that

hL[n] =
L∑
l=1

hLl δ[n− l] and hD[n] =
L∑
l=1

hDl δ[n− l] (3.9)

Where L is the total number of channel taps, hLl and hDl are the impulse

responses of the channel faced by LDACS and DME signal of the lth path,

respectively. The channels are assumed to be time-invariant for each transmitted

OFDM symbol.

The receiver performs all the functions similar to the transmitter in the re-

verse order as shown in the Figure 3.9.
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Figure 3.9: Block diagram of Ref-OFDM based LDACS receiver.

In the beginning, the received digitized baseband signal is filtered using the

same reconfigurable filter f [n] which is the same as the transmitter. The filtered

received signal is given by

r′[n] = f [n] ∗ hL[n] ∗ f [n] ∗ x[n] + f [n] ∗ hD[n] ∗ s[n] + f [n] ∗ ñ0[n] (3.10)

The filtered signal is then passed through the synchronization block to esti-

mate time and frequency offsets. The coarse synchronization is based on cor-

relation of synchronization symbols at the beginning of the forward link frame,

and fine synchronization is based on correlation of cyclic prefix of each OFDM
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symbol. Pulse Blanking technique used to remove the non-linearities and in-

terference. After FFT, channel coefficients and impulse response are estimated

using pilots followed by channel equalization via zero forcing approach. In the

end, the symbols are demodulated and decoded to obtain the transmitted data.

The received signal Rk at kth subcarrier is as follows:

R′k = FkHkFkXk + FkHdkSk + FkÑ0k (3.11)

where, Hk , Hdk are the LDACS and DME channel frequency responses at the

kth subcarrier respectively can be given as

Hk =
L∑
l=1

hLl e
−j2πkl
N and Hdk =

L∑
l=1

hDl e
−j2πkl
N (3.12)

Next, we obtain the frequency response of the filter f [n] at the kth subcarrier

Fk. Here, the length of the filter, f [n], is
⌈

(Lf+1)
D

⌉
and it is always less than

the FFT size, K. Thus, the impulse response of the filter is zero padded by(
K −

⌈
Lf+1)
D

⌉)
to have the filter length same as FFT length. Then, we obtain

Fk by taking K-point FFT of the zero padded filter impulse response where

Fk = WH .

[
f [n], 0

1×
(
K−

⌈
(Lf+1)

D

⌉)] (3.13)

Here, W is the K-point FFT matrix.

In the proposed reconfigurable filter, prototype filter coefficients are fixed,

and various responses are obtained using CDM and MCDM approaches. The
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impulse response of the proposed filter f [n] with CDM factor D is given by

f [n] = fP [n].b[n] (3.14)

where, fP [n] be the impulse response of the prototype filter and b[n] can be

given as

b[n] =

1 ∀ n = mD; m = 0, 1, 2...

0 otherwise
(3.15)

The function b[n] is periodic with period M , and hence the Fourier series expan-

sion is given by

b[n] =
1

D

D−1∑
i=0

B(i)e
j2πin
D (3.16)

where B(i) are complex-valued Fourier series coefficients defined by,

B(i) =
D−1∑
n=0

b[n]e
−j2πin
D (3.17)

By substituting the Eq. (3.15) into (3.17) we will get,

B(i) =

1 ∀ k

0 otherwise
(3.18)

Hence, from Eq. (3.18) and . (3.16), b[n] can be expressed as,

b[n] =
1

D

D−1∑
i=0

e
j2πin
D (3.19)

By substituting Eq. (3.19) into Eq. (3.14), we compute f [n]. Similar approach

can be used for MCDM. Next, we will analyze the BER performance of the
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Ref-OFDM based LDACS system for the received filtered signal represented

by Eq. (3.11).

3.3.3 BER Analysis

To take the noise effects in calculation of the BER analysis, an additive white

Gaussian noise is added. The signal to interference plus noise ratio is the ratio

of signal power and the sum of interference and noise power. For the received

signal in Eq. (3.11), the SINR for kth subcarrier is given as

SINR(k) =
Fk

4λkP

Fk
2PÑ0

+ Fk
2λdkPDME

(3.20)

By rewriting the equation (3.20) we get,

SINR(k) =
Fk

2λkP

PÑ0
+ λdkPDME

(3.21)

where, P is the transmitted signal power, PÑ0
is the gaussian noise power, Fk

is given by Eq. (3.13) and λk = |Hk|2, λdk = |Hdk|
2 are the power associated

with the channel frequency responses |Hk| and |Hdk| respectively and can be

acquired using (3.12),

λk =

∣∣∣∣∣
L∑
l=1

hLl e
−j2πkl
N

∣∣∣∣∣
2

and λdk =

∣∣∣∣∣
L∑
l=1

hDl e
−j2πkl
N

∣∣∣∣∣
2

(3.22)

Here, we are considering that the multipath channel is modelled as the Rayleigh
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fading channel whose probability density function can be represented as

pλ(λ) =
1

λ̄
e

−λ
λ̄ (3.23)

where, λ̄ is the mean of the variable λ and is equal to variance of Hk. The DME

channel λdk also follows the same exponential distribution as it is assumed to

have the same distribution as the LDACS channel.

Next, we obtain the expression for DME interference power, PDME. The

DME is a transponder-based navigation system used to measure the slant range

distance [17]. It is composed of Gaussian shaped pulse pairs. The time and

frequency domain representations of the DME signal is given by Eq. (5.1) and

Eq. (5.2) respectively.

s(t) = e
−αt2

2 + e
−α(t−∆t)2

2 (3.24)

S(f) = A

√
8π

α
e

−2π2f2

α ejπf∆tcos(πf∆t) (3.25)

where, α is pulse width of 4.5∗10−11 s−2, ∆t represents the spacing of the pulses

(=12 µs) and A is constant depending on the power of DME signal. Then, we

have

PDME =

∫ f2

f1

|S(f)|2df (3.26)
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Substituting Eq. (5.2) substituting cos(θ) = ejθ+e−jθ

2 in Eq. (3.27), we get

PDME = A2

(
8π

α

)∫ f2

f1

∣∣∣e−2π2f2

α

∣∣∣2 ∣∣ej2πf∆t
∣∣2 × ∣∣∣∣ejπf∆t + e−jπf∆t

2

∣∣∣∣2 df (3.27)

Using the Euler formula, |ejθ|2 = 1 and assuming, C1 = 4π2

α and C2 = j2π∆t,

we have

PDME = A2

(
8π

α

)[
2

∫ f2

f1

e−C1f
2

df +

∫ f2

f1

e−C1f
2+C2fdf +

∫ f2

f1

e−C1f
2−C2fdf

]
(3.28)

After further algebraic simplification, we get

PDME =A2

(
8π

α

)√
π

C1

[{
(erf(

√
C1f2)− erf(

√
C1f1))

}
+

1

2

{
e
C2

2
4C1 (erf(

2C1f2 − C2

2
√
C1

)− erf(
2C1f1 − C2

2
√
C1

)

}
+

1

2

{
e
C2

2
4C1 (erf(

2C1f2 + C2

2
√
C1

)− erf(
2C1f1 + C2

2
√
C1

)

}]
(3.29)

Using Eq. (3.21), the BER of the kth received symbol for M-QAM can be

expressed as,

P λ,λd
eMQAM

(k) ∼=
4

log2M

(
1− 1√

M

)√M/2∑
i=1

Q(2i−1)×

√
3log2MF 2

kλkP

(M − 1)
(
PÑ0

+ λdkPDME

)
(3.30)

where erf(.) is a error function [79]. Therefore, BER averaged across the fading
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channel can be expressed as,

PeMQAM
(k) = E[P λ,λd

eMQAM
(k)] ∼=

∫ ∞
0

∫ ∞
0

P λ1,λ2
eMQAM

(k) × pλ(λ)dλ pλd(λd)dλd

The average BER across all the subcarriers is given by

PeMQAM
=

1

K

K−1∑
k=0

PeMQAM
(k) (3.31)

The analytical expression in Eq. (3.31) can be evaluated by numerical meth-

ods. This completes the BER analysis of the proposed Ref-OFDM based LDACS

in presence of the DME interference and multipath Rayleigh fading channel.

Furthermore, the size of the DFT can be changed on-the-fly as per the desired

center frequency of the transmission. Such flexibility is not possible in case

of OFDM, FBMC and GFDM based LDACS. In addition, Ref-OFDM can be

easily extended to a multi-antenna system, unlike FBMC based LDACS. Also,

the Ref-OFDM and FBMC waveforms have much better-localized frequency

spectrum than OFDM because of the sub-band filtering.

Here, we also present the Ref-OFDM based LDACS transceiver testbed setup

using USRPs to analyze the performance in real time.

3.4 Testbed of the Proposed Ref-OFDM Based LDACS Transceiver

In this section, we present the experimental testbed using Universal Software

Radio Peripheral (USRP) for the deployment of the LDACS. USRP is a tunable
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transceiver from NI and is widely used for prototyping wireless communication

systems.

The Proposed testbed consists of three National Instrument (NI) USRP-2922

and VERT900 antennas as shown in Figure 3.10. One USRP is used for DME

transmission as well as reception while other two USRPs are used as LDACS

transmitter and receiver, respectively. Several baseband signal processing blocks

of the transceiver are realized using the LabView environment from NI. The

whole setup is configured for the parameters mentioned in Table 3.3

Parameters Transmitter Receiver
Carrier Frequency 985 MHz 985 MHz
IQ Sampling Rate 1 MHz 1 MHz
LDACS antenna gain 2dB 2dB
DME antenna gain 2dB/10dB -
Acquisition Duration NA 1s

Table 3.3: Parameters of transmitter and receiver USRP

Figure 3.10: USRP based testbed for LDACS.

3.4.1 LDACS Transmitter

To implement the inlay approach of deployment, the proposed Ref-OFDM based

LDACS signal is transmitted at the carrier frequency of 985 MHz with the IQ

sampling rate of 1 MHz. The transmission has been performed for the variable

bandwidths ranging from 186-732 kHz using 128 points IFFT with 9.76 kHz
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sub-carrier spacing.

The LDACS transmitter realization is shown in Figure 3.11, consists of three

subsystems: (a) the first subsystem sets the transmission parameters such as car-

rier frequency, antenna gain, IQ sampling rate, and transmission antenna port,

(b) the second subsystem is the LDACS transmitter which first generates the

random bits and then modulates them by selecting an appropriate modulation

scheme. The “OFDM Block.vi ” performs all the LDACS transmitter opera-

tions as discussed in subsection 3.3.1. The synchronization symbols are added

to the LDACS frame for the synchronization at the receiver followed by the fil-

tering operation subsection 3.3.1.1 performed using the “Reconfigurable Multi-

band Filter.vi ”, (c) The Third subsystem continuously transmits the filtered data

over the desired carrier frequency via LDACS USRP transmitter.

(a)

(b)

(c)

Figure 3.11: Implementation of Ref-OFDM based LDACS transmitter in the LabView environment.

3.4.2 DME Transmitter

Similar to the LDACS transmitter, the DME transmitter model as shown in

Fig 3.12 comprises three sub-blocks (a) the first sub-block configures the USRP

parameters as mentioned in the Table 3.3 for the DME transmission, (b) the sec-

ond sub-block is dedicated for the DME signal generation. This includes two

61



Gaussian monopulse generator blocks which generate the Gaussian pulses with

the center frequencies of 984.5 MHz and 985.5 MHz. These monopulses are

later combined to achieve the DME signal of Gaussian pulse pair, and at every

transmission, it transmits 2700 pulse pairs per second, (c) the last sub-block is

realized to continuously transmit the DME signal over the air.

Figure 3.12: Implementation of DME transmitter in the LabView environment.

3.4.3 LDACS Receiver

The LDACS signal is then received by the LDACS receiver USRP, tuned at 985

MHz to receive the transmitted signal at IQ sampling rate of 1 MHz. How-

ever, due to a mismatch between the oscillator frequency at the transmitter and

receiver USRPs, additional synchronization is needed at the receiver (see de-

tails in Figure 3.13). In this work, to identify the beginning of each frame,

the received signal is frame synchronized by determining the cross-correlation

between the received signal and the known synchronization symbols added in

the LDACS frame at the transmitter. The signal is then processed from the

maximum correlated value index. The proposed Ref-OFDM uses a matched

reconfigurable filter at the receiver followed by fine synchronization to estimate

time and frequency offsets. The fine synchronization is based on the correlation
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of cyclic prefix of each OFDM symbol. After that, the channel is estimated us-

ing pilots followed by channel equalization via zero forcing method. In the end,

the symbols are demodulated and decoded for subsequent performance analysis.

More detailed description about LDACS receiver is provided in subsection 3.3.2.

Figure 3.13: Implementation of Ref-OFDM based LDACS receiver in the LabView environment.

Next, we present the performance analysis of various waveforms via simula-

tion and experimental results.

3.5 Performance Analysis via Simulation and Experimental Results

In this section, we discuss the simulation and hardware experimental results to

compare the performance of the proposed Ref-OFDM based LDACS protocol

with the existing protocol and FBMC based LDACS in [12] in realistic LDACS

environment.

3.5.1 Simulation Results

Here, we present extensive simulation results to compare various waveforms in

terms of PSD, BER, and complexity. Note that we consider the revised OFDM
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based LDACS which employs time domain windowing at the transmitter to im-

prove the out-of-band attenuation. In addition, we also consider the LDACS

protocol using GFDM waveform which has not been studied in the literature

yet. The results include the comparison of these variants with respect to their

out-of-band emission using the power spectral density (PSD) plots for various

bandwidths, interference at the adjacent DME signal for these bandwidths, BER

in the presence of DME interference, and implementation complexity. The sim-

ulation parameters are chosen as per the LDACS specifications and are given in

Table 3.4.
Parameters Value

Total Bandwidth 1.25MHz
Transmitted Bandwidth Any of the supported bandwidths
Length of FFT 128
Used sub-carriers 18-74
Sub-carrier spacing 9.76kHz
Total Symbol duration 120µs
Modulation QPSK
Channel ENR, APT, TMA
CC encoder rate 0.5
RS encoder rate 0.9
Constraint lengths 4,7,9

Table 3.4: Simulation parameters

For LDACS environment, three channels are modeled: Airport (APT), Ter-

minal Manoeuvring Area (TMA), En-routing (ENR). They are modeled as wide

sense stationary uncorrelated scattering channels and characterized using three

properties: fading, delay paths, and Doppler frequency [74].

The channel parameters are given in Table 3.5 [8, 10, 74, 80]. Note that the

Doppler frequency is obtained as FD = Fc× v
c where Fc is the carrier frequency

and is at most 1215 MHz, v is the velocity of the aircraft in m/s (1 Knots True
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Airspeed (KTAS)= 0.5144 m/s) and c = 299792458m/s.

Scenario Fading
Max Delay
(µs)

Acceleration
(m/s2)

Velocity
(KTAS)

Doppler Frequency (Hz)

APT Rayleigh 3 5 200 (1215e6)× 200×.5144
299792458 = 413

TMA Rician 20 50 300 (1215e6)× 300×.5144
299792458 = 624

ENR Rician 15 50 600 (1215e6)× 600×.5144
299792458 = 1250

Table 3.5: Channel parameters

3.5.1.1 Single Band Transmission

To begin with, we consider single user transmitting in the frequency band be-

tween adjacent DME signals. For illustration, we consider two bandwidths,

1) 732 kHz which incurs maximum interference to the DME, and 2) 498 kHz

which is maximum bandwidth allowed in existing OFDM based LDACS. The

corresponding PSD plots of LDACS signal after transmission over the ENR

channel are shown in Figure 4.16. For clarity of the plots, we are only showing

the main lobes of the DME signals. It can be observed that the interference at

the DME signal is quite high in case of OFDM and GFDM based LDACS (For

actual values, please refer to discussion related to Table 3.6 at the end of this

subsection). The proposed Ref-OFDM and FBMC based LDACS can achieve

the transmission bandwidths of up to 732 kHz due to high out-of-band atten-

uation leading to 50% improvement in spectrum utilization. The PSD plots

corresponding to the other two channels are not shown to avoid repetitive plots.

However, we have considered them for BER analysis.

Next, we compare the BER of these waveforms for three different channel

conditions in the presence of DME interference only. We do not include BER
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Figure 3.14: The PSD comparison of various waveforms for ENR channel and two different transmission bandwidths,
(a) 732kHz, and (b) 498kHz.

plots for FBMC as they are overlapping with OFDM BER plots. We again con-

sider 732 kHz, and 498 kHz bandwidth and corresponding plots are shown in

Figure 5.6 (a) and (b) respectively. It can be observed that Ref-OFDM has better

BER performance in both the cases. The Figure 5.6 (b) shows that for higher

transmission bandwidth OFDM and GFDM has very bad ber performance while

Ref-OFDM performs much better than other two as there is less DME interfer-

ence in case of Ref-OFDM. As expected, the performance is better in case of

ENR channel due to strong LOS path. The PSD and BER plots show that the

Ref-OFDM has better out-of-band attenuation than OFDM and GFDM without

compromising on the BER performance.

Next, we compare the BER of these waveforms in the presence of DME inter-

ference for ENR channel. Here, we consider the transmission bandwidth of 342

kHz and three center frequency with a deviation of 0, 100 and 400 kHz from

the baseband. As shown in Figure 3.16, the BER of the proposed Ref-OFDM

is significantly better than existing LDACS for all the center frequencies con-

sidered here. The proposed Ref-OFDM based LDACS exhibited SNR saving in
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Figure 3.15: The BER comparison of various waveforms for two different transmission bandwidths, (a) 732kHz,
and (b) 498kHz and three different channels.

the range of 1 to 1.5 dB at a bit error rate of 10−2. We also observed that the dif-

ference between the BER performance of the Ref-OFDM and OFDM increases

with the increase in the transmission bandwidth. The BER of GFDM is worse

than that of OFDM while the BER of the FBMC is nearly identical to that of the

Ref-OFDM. Similar behavior has also been observed for other channels. These

results are not included here for clarity of the plots.
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Figure 3.16: The BER comparison of Ref-OFDM and OFDM based LDACS in presence of DME interference for
ENR channel with 342 kHz transmission bandwidth and three different center frequencies.

Next, we study the interference at the DME signals due to LDACS transmis-

sion with the transmission bandwidth of 732 kHz and 498 kHz. The interference

(I) is calculated by the sum of PSD (φ(f)) between two frequencies (f1 and f2)
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and can be represented by:

I =

∫ f2

f1

φ(f)df (3.32)

Here, we consider LDACS signal at different center frequencies located at

an interval of 50 kHz with the DME signal located at the fixed center frequency.

The corresponding interference values are shown in Table 3.6 where NA refers

to not applicable since corresponding center frequencies are not allowed for the

requested bandwidth due to overlap with the main lobe of the DME signals. It

can be observed that the proposed Ref-OFDM and FBMC based LDACS offer

the lowest interference to the incumbent DME signals. In most of the cases,

the interference is lower than 40 dBm which is the desired threshold as per the

LDACS requirement and approximately 35 dBm better than existing LDACS.

These results not only validate the superiority of the proposed waveform but

also indicates the feasibility of multi-band multi-user deployment in case of

Ref-OFDM and FBMC based LDACS.

c

Bandwidth (BW) Waveform Transmission Center frequency w.r.t the DME center frequency (r = 50 kHz)
BW
2 + r BW

2 + 2r BW
2 + 3r BW

2 + 4r BW
2 + 5r

498 kHz

OFDM 7.1745 2.7038 0.9269 -0.1658 -0.8701
GFDM 5.9571 -3.1187 -7.3229 -8.7974 -9.3662

Ref-OFDM 0.3596 -38.7566 -40.7823 -42.1427 -43.1139
FBMC -2.0064 -37.8831 -39.8368 -40.9379 -41.6017

732 kHz

OFDM 6.4676 1.8911 NA NA NA
GFDM 5.2885 -5.6320 NA NA NA

Ref-OFDM -27.1217 -41.6051 NA NA NA
FBMC -31.5356 -45.7056 NA NA NA

Table 3.6: Interference at DME in dBm due to various waveforms for transmission bandwidths of 498 kHz and 732
kHz
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3.5.1.2 Multi-band Transmission

Here, we consider one user is transmitting in two non-contiguous bands of 186

kHz bandwidth with baseband center frequencies of -200 kHz and 200 kHz.

It can be observed from the PSD plots in Figure 3.17 that the performance of

windowed OFDM and GFDM based LDACS have degraded further compared

to single band transmission. For instance, the interference at DME signal for

existing LDACS is -4.7 dB compared to -5.5 dB in case single-band transmis-

sion for a given center frequency. As expected, it is much higher than -41.5 dB

interference at DME due to the proposed Ref-OFDM based LDACS.
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Figure 3.17: The PSD comparison for 2-band transmission for ENR channel with bandwidth of 186 kHz.

For this case, we compared the BER performance of existing and proposed

Ref-OFDM based LDACS for three different channel conditions. As shown in

Figure 3.18, the performance of the Ref-OFDM based LDACS is significantly

better than existing LDACS. Poor BER performance for narrow transmission

bandwidth of 186 kHz confirms the non-feasibility of existing LDACS for multi-

band deployment.
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Figure 3.18: The BER comparison of Ref-OFDM and OFDM based LDACS for three channels in presence of DME
interference for 2-band transmission with 186 kHz bandwidth.

3.5.1.3 Multi-user Transmission

Next, we consider the scenario where two users share the frequency band where

the transmission bandwidth of one user is 342 kHz, and another user is 186 kHz.

The center frequencies are the same as that of 2-band transmission considered

before. The corresponding PSD plots shown in Figure 3.17 indicates very high

interference to the DME signal from existing LDACS. For instance, the DME

interference due to existing LDACS is 4 dB compared to -40 dB due to Ref-

OFDM based LDACS.
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Figure 3.19: The PSD comparison for 2-user transmission for ENR channel with bandwidth of 186 kHz and 342
kHz.

For the above scenario, Figure 3.20 shows the BER performance of 2-user

case for all three channel scenarios. It can be observed that the proposed Ref-
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OFDM based LDACS is significantly better than existing LDACS. These results

also confirm the feasibility of multi-user transmission using Ref-OFDM based

LDACS.
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Figure 3.20: The BER comparison of Ref-OFDM and existing based LDACS for three channels in presence of
DME interference for 2-user transmission with 186 kHz and 342 kHz bandwidth.

3.5.1.4 Complexity Comparison

In this section, the complexity comparison of various waveforms regarding the

number of real multiplications for different numbers of sub-carriers is done.

Here, we consider K-band transmissions in non-continuous bands where K ∈

{2, 4}. For such transmissions, Ref-OFDM uses a single reconfigurable filter

capable of offering 16-band response. We also consider OFDM with conven-

tional filter design and referred to as filtered OFDM (FOFDM). As shown in

Figure 5.2, as K increases, the complexity of FOFDM increases while that

of Ref-OFDM remains the same. The complexity of GFDM and FBMC with

polyphase filter implementation for single band transmission is much higher

than 16-band Ref-OFDM waveform. Also, the complexity of Ref-OFDM wave-

form is close to that of OFDM for 128 sub-carrier case making the proposed

protocol and waveform a good alternative to next generation LDACS.
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Figure 3.21: Computational complexity comparison of various waveforms for different number of sub-carriers.

We have verified the throughput and effect of ADC quantization on the PSD

of the Ref-OFDM in [81]. Next, we present the experimental results to support

our claims in the real radio environment.

3.5.2 Hardware Experimental Results

For experimental results and analysis, the parameters are considered as per

LDACS specifications. We have done the comparison in terms of the PSD,

BER and throughput for two different transmission bandwidths: 1) 498 kHz

and 2) 732 kHz. The results are taken for different channel conditions such as

Rayleigh channel (non-LOS considered) and Rician channel (LOS considered).

The Ref-OFDM based LDACS has similar PSD performance in both the sim-

ulation and experimental setup. So, here we present the BER and throughput

analysis considering three scenarios (1) variable distance, (2) variable altitude,

and (3) variable DME antenna gain.
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3.5.2.1 Variable Distance

Here, the BER performance is analyzed by varying the distance (D) between

the LDACS/DME transmitter and the LDACS receiver considering 498 kHz and

732 kHz as the transmission bandwidths. We assume that DME and LDACS

transmitter are located close to each other resulting in the strong interference.

For all the distances, line of sight (LOS) and non-line of sight (NLOS) com-

munications are examined. As shown in Figure 3.22, the BER degraded with

an increase in D and proposed LDACS offers better performance than existing

LDACS. It can be observed that BER gets worse for NLOS scenario as well as

for higher transmission bandwidth.

3.5.2.2 Variable Altitude and DME Antenna Gain

In the realistic air to ground scenario, LDACS transmitter and DME transmitter

are present at the ground level and LDACS receiver is present at the aircraft.

Therefore, a similar possible scenario is build up by varying the altitude of the

LDACS receiver and keeping the LDACS/DME transmitter at the same fixed
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Figure 3.22: The BER comparison for the variable distance between LDACS/DME transmitter and LDACS receiver
(D) for two different transmission bandwidths, (a) 498 kHz, and (b) 732 kHz.
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level. The BER performance is analyzed by varying the heights of LDACS

receiver and two values of the DME antenna gain (1) 2dB and (2) 10dB. When

the LDACS receiver is placed at a higher altitude, the received LDACS signal

power reduces while the interference power remains the same. Thus the BER

performance degrades as shown in Figure 3.23. At the same time, with the

increase in DME antenna gain (from 2dB to 10dB) the DME interference power

dominates the LDACS transmitted signal power which causes in higher BER.

The proposed LDACS has better BER performance than the existing one for

all the considered scenarios makes it a very enticing replacement to the existing

W-OFDM based LDACS.
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Figure 3.23: The BER comparison for the variable altitude of the LDACS receiver and LDACS / DME transmitter
(H) with DME antenna gain of 2dB and 10dB for two different transmission bandwidths, (a) 498 kHz, and (b)
732kHz.

3.5.3 Throughput Analysis

In this subsection, the achieved throughput by the proposed LDACS with the

existing LDACS is compared and analyzed in the presence of the DME inter-

ference. The throughput results in Table 3.7 are achieved by transmitting the

QPSK modulated LDACS signal in 732 kHz transmission bandwidth over the
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air via USRP implementation. We have considered two adjacent DME signals

3600 and 2700 pulse pairs per second and with frequency offsets from LDACS

as -0.5 MHz and 0.5 MHz, respectively. As it can be observed from the PSD

results (Figure 4.16), that the proposed LDACS has very less interference with

the adjacent DME channel, hence it does not require any guard bands for in-

terference reduction. This helps to achieve higher throughput for the proposed

Ref-OFDM based LDACS over the variable distances and altitudes considered

above. The achieved throughput values are presented in Table 3.7. When the

distance and altitude are higher, we get less throughput because of the lower

signal power. High throughput performance also supports a higher data rate,

which is an essential requirement for future A2GC.

Distances (cm)

Throughput
(Mbps)
(existing)

Throughput
(Mbps)
(proposed)

Height (cm)
Throughput
(Mbps)
(existing)

Throughput
(Mbps)
(proposed)

5 4.2123 5.0125 10 4.9247 5.5475
182 3.7215 4.8245 90 1.5894 2.3245
450 2.2171 4.0548 188 0.5734 0.7581
945 0.7818 2.9002 493 0.1995 0.3883
2450 0.0567 1.7951 766 0 0
4205 0 0 - - -
5940 0 0 - - -

Table 3.7: Throughput achieved for variable distance and altitude

In addition, the proposed Ref-OFDM based LDACS offers additional ben-

efits. It provides flexibility via reconfigurable filters to enable transmission in

non-contiguous bands, and lower OOB emission allows multiple transceivers

share the vacant spectrum. Such sharing enables low data rate services which in

turn can potentially eliminate the need for LDACS2. The proposed architecture

can be efficiently realized on the FPGA via a dynamic partial reconfiguration
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approach. For instance, in the case of narrowband or single user transmission,

the Ref-OFDM can switch to OFDM by bypassing the filter thereby saving the

dynamic power. The dynamic partial reconfiguration can also be exploited to

change between the single band and multi-band transmissions. For instance,

in case of single band transmission, the DFT block can be reconfigured with

the adder block. Such flexibility is difficult in case of OFDM, FBMC and

GFDM based LDACS. Similar to OFDM, Ref-OFDM can be extended to a

multi-antenna system, unlike FBMC based LDACS.

3.6 Summary

In this chapter, the need of new waveform for LDACS-DME coexistence sce-

nario is explained briefly. For better understanding of LDACS inlay deployment,

the coexistence environment is discussed first along with the brief description of

considered real time wireless channels for A2GC. For efficient coexistence, a re-

vised LDACS protocol with a new frame structure is proposed. It is compatible

to the existing one. To dynamically adapt the various transmission bandwidths

(186-732 kHz) a Ref-OFDM waveform is proposed for the LDACS transceivers.

The reconfigurable filter is designed using combination of CDM and MCDM ap-

proach. A single prototype filter can serve all the transmission bandwidths by

choosing an appropriate decimation factor.

Simulation results show significant improvement over the BER and at least

32 dB lower interference to incumbent L-band users than existing LDACS. Fur-
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thermore, proposed work allows multi-band and multi-user transmission with

adaptable bandwidth due to the proposed reconfigurable filter. Such transmis-

sion is not feasible in existing LDACS due to significant interference to incum-

bent L-band users. In addition, the computational complexity of Ref-OFDM

is lower than other waveforms except OFDM making the proposed work an

attractive solution for next-generation LDACS.

We also support our claims via experimental results in the real radio environ-

ment. we have developed an experimental testbed for the proposed Ref-OFDM

based LDACS and compared the PSD, BER and throughput performance with

the existing LDACS. For the performance analysis, different scenarios related

to LDACS transmitter/receiver and DME transmitter are considered such as

variable distance, variable altitude, LOS, NLOS, and variable DME antenna

gain. The proposed Ref-OFDM based LDACS provides nearly 35 dB less OOB

emission and offer better BER/Throughput in all the above-considered scenar-

ios which makes it an alluring substitute to the existing LDACS.

To provide the flexibility and validate the performance of the transceivers in

real time, there is a need of the prototyping of LDACS transceivers on hardware.

The next chapter discusses the design and implementation details of OFDM,

WOLA-OFDM and FOFDM on the Zynq System on Chip.
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Chapter 4

Spectral Coexistence of LDACS and DME:

Analysis via Hardware-Software co-design

in Presence of Real Channels and RF

Impairments

The increased demand has led to introduction of various new standards and

protocols for LDACS transceivers as discussed in Chapter 3. Most of the exist-

ing works focused on the theoretical analysis and simulations of LDACS PHY

along with an extension to multi-antenna systems. However, to understand the

performance of LDACS PHY on fixed-point hardware in the presence of var-

ious RF impairments and wireless channels/interference, mapping of PHY on

SoC is must.

In this chapter, we design and implement the existing as well as proposed

LDACS PHY on heterogeneous Zynq SoC (ZSoC) platform , consisting of field
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programmable gate array (FPGA) as programming logic (PL) and Advanced

RISC Machines (ARM) as processing system (PS). The PHY is also integrated

with the programmable analog front-end to validate its functionality in the pres-

ence of various RF impairments and wireless channels and interference specific

to the LDACS environment. We propose a novel hardware-software co-design

approach and explore various PHY configurations by dividing it into PL and PS.

Such co-design approach gives the flexibility to choose which part of the system

to implement on PL and which on PS to meet the given area, delay and power

constraints. It also allows users to modify both the software and hardware ac-

cording to their requirement. Based on the part implemented on PS and PL the

design has ten configurations. The work presented here is the extension of the

thesis [82].

Currently, the various configuration variants of basic OFDM transceiver is

designed and implemented on ZSoC. These variants are realized by dividing

the architecture into two sections, one for PL and other for PS. The work is also

extended for WOLA-OFDM and FOFDM transceivers. In this chapter, first we

will discuss the required Hardware-Software setup followed by the transceiver

architecture. The Implementation using Hardware-Software co-design approach

on ZSoC is discussed in the latter part of the chapter. Finally the experimental

results are presented.
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4.1 Hardware - Software Setup

In this section, the design details of ZSoC ZC706 hardware along with the soft-

ware requirements to implement the transceiver design are given.

4.1.1 Hardware Design Details

The hardware required to validate the transceiver models, consists of Xilinx

Zynq System on Chip ZC706 evaluation board along. A JTAG cable and an

ethernet cable is used to make the connection between the host computer and

the evaluation board.

4.1.1.1 Zynq System on Chip Architecture

Xilinx ZSoC is a single chip platform which comes with higher degrees of flex-

ibility, scalability and reconfigurability. The architecture of this is presented

in Figure 4.1. It provides the flexibility to design low end and high end ap-

plications on a single platform along with the flexibility of programming the

processor system (PS) and programming logic (PL) separately according to the

exact needs of corresponding application [83]. ZSoc integrates the processor

and FPGA with input output peripherals therefore, leading to lesser on board

components. Due to this, it achieves better performance and leads to low power

consumption compared to two chip platforms. ZC706 evaluation board is used

to do all the analysis in our work. It consists of a dual core cortex A9 Ad-

vanced RISC Machines (ARM) as the software component (PS) and a Xilinx
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Device ZC706
FPGA Kintex-7

Registers 4,37,200
LUTs 2,18,600

DSP slices 900
BRAM blocks 545

Processor ARM Cortex 9

Table 4.1: Specifications of Zynq board

28nm Kintex 7-series FPGA as the hardware component (PL) [61]. Both PS

and PL communicate with each other via Advanced eXtensible Interface (AXI)

protocol. The specifications of the Zynq board are given in the Table 4.1.

  

Programming Logic

  Processing System
General 

Purpose

AXI

Ports
I/O

Mux

EMIO

High 

Performance

AXI slave

Ports

USB

UART

GPIO
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I2C

SPI
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SD

SDIO

APU

GPU

DDR

Controller

Block RAM

UltraRAM
XADC PCIe

Video

Codec

Figure 4.1: Snapshot of Xilinx ZC706 evaluation board along with its important architectural features [61].

Processing System in ZSoC consists of the input/output peripherals, Applica-

tion processor unit (APU), memory interfaces and interconnect. The APU has

the dual core ARM Cortex-A9. the PS has a dual ported 256 KB on-chip RAM.

The on-chip memory is accessible by both the CPU and the PL. Using on chip

memory allows low latency access of data from the CPU, thereby increasing the

speed of operation. Along with that it has 1GB of dynamic memory. dynamic

memory controller allows 16 bit and 32 bit wide access to this 1 GB dynamic

memory. It also allows PS and PL to share this memory. It has four 64-bit

AXI slave ports, out of which two ports are dedicated to the PL, one to PS and
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one is shared by all the other AXI masters. In ZSoC, PS always boots first and

thus making the architecture fully autonomous to PL. Along with memory, PS

also has a total 130 IO port out of which 54 ports are used for multiplexed IO

(MIO) which are shared by static/ flash memory interfaces and peripherals. The

remaining 76 ports are dedicated for double data rate (DDR).

Programming Logic is similar to conventional FPGA which consists of flip

flops, adders, look up tables, configurable logic blocks (CLBs) etc. There are

8 LUTs, 16 flip flops and two 4-bit cascadeable adders per CLB. Along with

CLBs, PL also consists of digital signal processing (DSP) blocks, 36 Kb Block

RAM, PCI interface etc. ZC706 supports a wide range of voltage from 1.2V

to 3.3V. It also has on-chip temperature and power supply sensors. The mea-

surements are stored in dedicated registers and can be accessed using JTAG

connection.

In ZSoC, PS and PL are independent of each other and perform the task

separately. Thus there is a need of proper communication standard or protocol

for efficient implementation. For that Xilinx adopted AXI interface for zynq

architecture. This AXI interface is based on Advanced Micro-controller Bus

Architecture (AMBA) and synchronizes the data transfer between PS and PL.

It has two parts : AXI master and AXI slave. The AXI master always initiates

the read/write operation and AXI slave responds to that request as shown in

Figure 4.2. In ZSoC, on 7 out of 9 ports PS acts as master and on the remain-

ing 2 ports PL acts ass master. Three modes are used to configure these ports :

AXI lite, AXI stream and AXI memory mapped. The experimental results anal-
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ysis done in this thesis uses AXI lite interface for low throughput requirements

between PS and PL on LDACS transceiver.

AXI Master AXI Slave

Read/Write

Write/Read 

Response
Figure 4.2: AXI master and slave link.

4.1.2 Software Requirement

To meet the hardware setup, tools from Mathworks and Xilinx are used to de-

sign and simulate the models. In this chapter, the analysis is done using MAT-

LAB 2016a and Vivado 2015.2.1. Embedded coder and HDL coder are the

specialized tools from Mathworks to target the implementation on PS and PL

respectively.

Hardware-Software co-design Workflow

To design and simulate the transceiver models Hardware-Software co-design ap-

proach is being used. It is an important approach to implement any algorithm on

ZSoC as it utilizes the heterogeneity of PS and PL. This approach also gives the

flexibility to choose which part of the system is best suited to be implemented

on PL and which on PS. PS makes easy and faster decision-making operations

on the other hand PL reduces power consumption and increases speed. The

steps for hardware-software co-design approach are as follows:
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A1. Designing a Simulink model for transceivers and set the parameters like

number of samples per frame, sampling frequency, total FFT size, Active

subcarriers, and subcarrier spacing. All the blocks present in the Simulink

library are not hardware synthesizable. So, while designing the Simulink

model these blocks need to be avoided.

A2. Differentiate the subsystem of the model which is going to implement on

the PL believing that all the other subsystems will target to implement on

PS. PL works in sample mode, and PS works in frame mode, which re-

quires an appropriate sample to frame and frame to sample conversion at

the boundary of PS-PL interface. Figure 4.3 shows the design haveN func-

tional blocks. Transmitter subsystem consisting of blocks 1T , 2T , 3T ...iT

are implemented on PS, and remaining blocks are implemented on PL.

Similar process is used for the receiver operations. Note that, the output

to the host computer will come back through the PS.

Host PC

ZSoC ZC706 + FMCOMM Board

AXI 
Interface

PLPLPS

Input 1T

PS

Input 1T 2T iT

Output

AD9361 
Transmitter

AD9361 
Receiver

i+1T i+2T

1R2RiR
i+1Ri+2RNR

NT

Data_Tx

Data_Rx

Figure 4.3: Hardware-Software co-design approach for algorithm implementation.

A3. Then, run the HDL Workflow Advisor to auto-generate an IP Core block

for the transceiver design as shown in Figure 4.4. It automatically generates

a Vivado block diagram to combine the DUT with all the AXI interface

components and creates an interface model to interact with the PL. It then
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uses the HDL coder and Xilinx Vivado for synthesis, implementation and

bitstream generation. This bitstream is then used to program the PL.

PS

Subsystem

PL

Subsystem

C Code

Zynq SoC 7000

PS

HDL Code

ARM

Executable

FPGA

Bitsream
PL

PS

Subsystem

PL

Subsystem

C Code

Zynq SoC 7000

PS

HDL Code

ARM

Executable

FPGA

Bitsream
PL

Ethernet

JTAG

Xilinx

SDK

Xilinx

Vivado

Embedded 

Coder

HDL

Coder

Figure 4.4: Hardware-Software workflow for ZSoC using HDL and embedded coders of Matlab/Simulink and
Xilinx Vivado.

A4. Finally, by setting the generated interface model to run in external mode,

Simulink uses Embedded Coder to generate C code for all the processing

blocks. Xilinx Vivado SDK then converts this C code to ARM executable

code. When we run the simulation, it launches the executable on PS via

Ethernet.

In the next section, we will explain each block of the transceiver models.

4.2 Transceiver Architecture

In this section, we present the detailed architecture of the proposed transceiver

and extensions via windowing and filtering. We also discuss the design of AFE

along with various LDACS specific channels as well as interference. The de-

tailed block diagram of the transceiver is shown in Figure 4.5.
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4.2.1 Stimulus and Verification Blocks

The stimulus block at the transmitter reads the input data bits to be transmitted.

They are either stored on on-board ZSoC memory or they can be transmitted

from the laptop over Ethernet (ENET). For illustration, we consider the total

864 data bits divided into 36 distinct frames of 24 bits each. Frame formation

is done using simple counters and multiplexers. The verification block receives

the frame and reads the corresponding data bits for subsequent performance

analysis. Both blocks are implemented on the PS.

4.2.2 Digital Baseband Processing Blocks of Transceiver

Various baseband signal processing blocks of the transceiver are shown in Fig-

ure 4.5. The blocks such as scrambler, inter-leaver, data encoder, data modula-

tor, frame generation, IFFT followed by CP addition, and preamble addition are

desired signal processing blocks for the OFDM transmitter. The receiver con-

sists of similar blocks that perform the operations in the reverse direction. The

OOB emission performance of the transceiver can be improved further using

windowing or filtering or both. For windowing operation, two new blocks, 1)

Cyclic suffix addition, and 2) Windowing, are added before preamble addition.

Similarly, at the receiver, we need overlap and add block. For filtering operation,

new filtering blocks are added at the transmitter as well as the receiver. The de-

tailed explanation of various blocks in Figure 4.5 is given later in 4.2.2.1. Each

transceiver block can be realized on the PS or PL. In Figure 4.5, we consider
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Figure 4.5: Block diagram showing different configurations of the LDACS transceiver along with windowing and
filtering blocks.

10 possible configurations, V 1, V 2, .., V 10. Each configuration offers a unique

boundary between PS and PL. We discuss these configurations in detail later in

Section 4.3. Here, we focus on the functionality and architecture of each block

for the serial implementation on the PS as well as parallel implementation on

the PL.

4.2.2.1 Orthogonal Frequency Division Multiplexing (OFDM)

The OFDM based transmitter consists of blocks such as scrambler, convolu-

tional encoder, interleaver, binary phase-shift keying (BPSK) modulator, In-

verse Fast Fourier Transform (IFFT) and cyclic prefix adder. The scrambler

does the bitwise XOR operation on the incoming input data and a random scram-

bling sequence generated by the linear feedback shift register (LFSR). The same

sequence is used to descramble the data at the receiver. This is followed by a

convolutional encoder which uses the generator polynomial of g0 = 133 and

g1 = 171. These correspond to a rate 1/2 code with a maximum free distance

of 7. Thus, the output of the convolution encoder is twice the length of the in-

put. The interleaver performs two-step permutation on coded data and used to
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handle burst errors. The interleaved data is then converted to complex samples

using the BPSK modulator to obtain 48 samples. Note that any other modu-

lation scheme such as QPSK, 16 QAM, or 64 QAM can also be used. These

samples are then mapped to 128 points IFFT, as shown in Figure 4.6. As per

the LDACS specifications, 64 subcarriers are used, out of which 50 are active

subcarriers carrying data and pilot symbols. The number of subcarriers carrying

pilots and data in each symbol is not fixed and depends on the symbol index. For

example, the number of data subcarriers in the symbol with index 0 and 1 are 36

and 48, respectively, while the number of pilot subcarriers are 14 and 2, respec-

tively. One LDACS frame comprises 54 symbols, as shown in Figure 4.6 and

the pilots at each symbol follow specific patterns except symbols with indices

0, 51, 52, and 53. Please refer to [84] for more details on the architecture which

performs such a symbol to subcarrier mapping in SoC. For the simplicity of

representation, we discuss the architecture of various blocks of the transceiver

assuming the transmission of OFDM symbol with index 1 (or 6, 11, . . . , 46) of

LDACS frame consisting of 48 data, two pilots, 1 DC, and 13 Null subcarriers.

Note that depending on the symbol index, appropriate control signals are gener-

ated to meet the symbol mapping requirements of the LDACS frame, as shown

in Figure 4.6. The corresponding details are omitted to maintain the brevity

of and avoid repetitive description. Here, we mainly focus on the forward link

transmission of LDACS.

To avoid inter-symbol interference, a cyclic prefix (CP) of length 11 is added

to the OFDM symbol. In the end, preambles are added, which aim the receiver
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Figure 4.6: LDACS frame with 54 symbols and corresponding symbol-to-subcarrier mapping.
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Figure 4.7: (a) PS and (b) PL implementation of OFDM cyclic prefix addition.

The difference in processing modes of PL (Sample mode) and PS (frame

mode) leads to a difference in the implementation of each block of the transceiver

in the two modes. Due to limited space constraints, we discuss the architecture

of a few blocks here while remaining blocks are discussed in detail in Supple-

mentary [84]. The PS implementation of the CP addition involves only vector

concatenation due to frame-based processing. As shown in Figure 4.7(a), the

last 11 samples of the IFFT output are appended in the beginning as CP. On

the other hand, PL implementation of the same involves additional counter and

registers to store the samples to be added as CP. As shown in Figure 4.7(b), we

need two registers of length 2CP (22) and N (128) along with Mod-N counter.
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For easier understanding, we consider the illustrative example of a frame con-

sisting of 4 samples with 1 CP sample. In this case, we need the first register of

size 2 and the second register of size 4. In the first clock cycle, input sample, a0,

is loaded into the first register, and hence the content of two registers are {a0, 0}

and {0, 0, 0, 0}. At the fifth clock cycle, content of two registers will be {a4, a3}

and {a2, a1, a0, 0}. In the next clock cycle, frame reset (reset_in) happens since

we have received all samples of a frame, and hence the content of two registers

will be {0, a3} and {a2, a1, a0, 0}. From the next cycle onward, output valid is

always 1 and we get the first output which is a3 from the first register and con-

tent of register becomes {b0, 0} and {a3, a2, a1, a0}. Here, b0 is the first sample

of a new frame. Subsequently, the next four outputs are taken from the second

registers. In this way, we get the output as a3, a0, a1, a2, a3. Similarly, in next

four clock cycles, the output will be b3, b0, b1, b2, b3. As discussed before, valid

and reset signals are used to synchronize the transfer of data between any two

adjacent blocks and needs to be handled carefully in each block. For instance, as

shown in Figure 4.7(b), a valid signal involves 22 and 64 tapped delays, similar

to the ones used in the data signal.

4.2.2.2 WOLA-OFDM

In WOLA-OFDM, the conventional rectangular window is replaced by a win-

dowing pulse with soft edges to improve the out-of-band emission of CP-OFDM

[29]. This soft edge windowing is applied in the time domain via point-to-point

multiplication between the output of the CP block and window function. The
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additional sequence of operations at the transmitter are as follows:

A1. Cyclic Extention: The CP addition is slightly different in WOLA-OFDM

than CP-OFDM. As shown in Figure 4.8, the CP is formed by appending

the last CP + W samples of a given symbol (output of IFFT) to its begin-

ning, and the cyclic suffix (CS) is formed by appending the firstW samples

of a given symbol in its end. Therefore, the length of the WOLA-OFDM

time domain symbol is extended from N to N + CP + 2W , as shown in

Figure 4.8.

A2. Windowing: After the cyclic extension, a Root Raised Cosine (RRC) win-

dow of length L = N + CP + 2W is applied in the time domain. For

LDACS, we have N = 64, CP = 11 and W = 8, and corresponding

window length is L = 91 with the taper region of length W .

W+CP W

CP Tx WindowingTx Windowing

N point IFFT output

N

L=CP+N+2*W

N

CP Rx WindowingRx Windowing

Overlap and Add

N point FFT

N

Received Symbol

Figure 4.8: Cyclic prefix and cyclic suffix processing along with windowing for WOLA-OFDM.

Such windowing at the transmitter demands additional signal processing at

the receiver to suppress the asynchronous inter-user interference. As shown in
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Figure 4.8, the additional steps at the receiver are as follows:

A1. The starting and ending samples of length W +
⌊
CP
2

⌋
= 13 and W = 8 re-

spectively are discarded, and the RRC windowing is applied at the retrieved

data. The window length at the receiver is not same as the transmitter and

the receiver window length is taken as N +
⌈
CP
2

⌉
= 70.

A2. Two adjacent received WOLA-OFDM symbols are overlapped with each

other and then added to the next symbol to retrieve the 64 main samples.

The overlap and add process is applied to minimize the effects of window-

ing on the useful data, as shown in Figure 4.8.

The PS and PL implementation of windowing is shown in Figure 4.9 (a) and

Figure 4.9 (b), respectively. The PS implementation at the transmitter is straight-

forward due to a frame-based approach in which a time domain multiplication

of the input data with the windowing coefficients is performed, as shown in

Figure 4.9 (a).
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Figure 4.9: (a) PS and (b) PL implementation of time-domain windowing.

In PL implementation, the data is coming in the form of samples, therefore to
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add the cyclic prefix, suffix, and windowing samples, all 64 samples (1 frame)

are collected with the help of 63 tapped delays. For PL implementation of

windowing, we exploit the parallel operation by dividing the windowing into

head and tail sections. Consider P1, and P2 denote the windowing coefficients

for head and tail sections, respectively. The P1 is of length W + CP in which

the first W samples corresponds to the first W RRC windowing coefficients

(P ) while remaining samples are fixed to 1. The P2 is of length W , and it

corresponds to the last W RRC windowing coefficients, (P ). In the end, the

cyclic prefix, cyclic suffix, and the data are concatenated, and total 91 samples

are selected for transmission over the air.

The input valid signal increments the counter value, and the counter counts

till 63 i.e., a total of 64 samples. Once we have received the whole frame of 64

samples (without adding cyclic prefix and suffix), the output valid signal will

become one. The output valid signal is generated for one clock cycle for the

output frame of size 91 (similar to the size of the transmitted data (91 samples)).

At the receiver, windowing is implemented in the same manner as the trans-

mitter. Additionally, the overlap and add processing is performed on the N +⌈
CP
2

⌉
= 70 windowed samples by directly extracting the desired samples from

the received frame and then concatenate it to the beginning and ending of the

symbol. The PS and PL implementation is the same for overlap and add pro-

cessing, as presented in Figure 4.10 (a) and (b).

93



+

+

[6:69]

U        Y

 [0:5]

U        Y 

U        Y

 [6:63]

Sfix16_14

Data_out

Data_in
6

6

Sfix16_14

Sfix16_14

58

2

xx
70

70

70

6

6

6

58 70

int16

Sfix16_14

Vector 
Concatenate

Add

Constant

U        Y
64

 [64:69]

(a)

U        Y

+

+

U        Y

U        Y

[0:5]

]

Sfix16_14

Data_out

Data_in
6

6

Sfix16_14
Sfix16_14

58

2

Re

Im

Re

Im

xx

xx

Re

Im

Re

Im

70

70

70

6

6 6

6

58 70

int16

Sfix16_14

Vector 
Concatenate

Add

Constant
U        Y

64

 [64:69]

[6:63

]:696[ ]:696[ ]:696[

[6:69]

(b)

Figure 4.10: (a) PS and (b) PL implementation of overlap and add processing.

4.2.2.3 Filtered OFDM

The FOFDM uses a linear phase finite impulse response filter instead of time-

domain windowing for further improvement in out-of-band emission. In Chap-

ter 3, we have shown that FOFDM enables higher transmission bandwidth com-

pared to bandwidth limitation to 498 kHz in the OFDM system. It also enables

the transmission in non-contiguous bands and the sharing of adjacent frequency

bands among asynchronous users. However, the filter needs to be carefully de-

signed and implemented as it may lead to higher inter-symbol and inter-carrier

interference. In the proposed FOFDM transceiver, we consider LDACS with

480 kHz of bandwidth with a sampling frequency of 1.1 MHz and hence, we

designed a linear phase low-pass filter of order 150 with a normalized cut-off

frequency of 0.86 and the transition bandwidth of 0.02 generated using park

McClellan approach [85, 86]. The PS and PL implementation of the FIR filter

is shown in Figure 4.11 (a) and 4.11 (b) respectively.
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Figure 4.11: (a) PS and (b) PL implementation of the filter.
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The filter specifications and implementation are identical at the transmitter

and receiver. For the implementation of the filter, we have directly used the

HDL optimized model provided by Xilinx. In case of PS implementation, we

need additional zero-padding to handle delay balancing and selector to choose

the desired filtered data. For PL implementation of the filter, we have studied

the effect of word-length on the performance of the transceiver. Please refer to

Section 4.4 for more details.

4.2.3 Analog Front End: RF Transmitter and Receiver

The output of the transmitter is passed to the AFE for over-the-air transmis-

sion in L-band. The AFE is designed using the RF models provided by Ana-

log Devices for use in MATLAB/Simulink. The transmitter consists of Digital

up-conversion (DUC) filters, analog filters and RF front-end as shown in Fig-

ure 4.12. The digital up-conversion filter is a series of digital FIR filters that

convert the baseband signal to an intermediate frequency (IF) signal. The sam-

ple rate of the DUC filter should be the same as the input signal. The digital

filter also introduces the noise floor. The analog filters are used to shape this

noise floor and provide a continuous-time signal processed by the RF front-end.

The RF front-end up-converts the IF signal to RF carrier frequency using the

local oscillator, followed by amplification using a power amplifier.

95



Filter 1
Data_in

Filter 2  Filter N

Noise

DUC Filters Analog Filters RF

P
o
w

e
r A

m
p

lifie
r

        Re

    Imag

Analog 

Filter

Analog 

Filter

        Re

    Imag

Analog 

Filter

Analog 

Filter

C
o
m

b
in

er

Data_out

MixerMixer

MixerMixer

Figure 4.12: AFE: RF transmitter.

At the receiver side, the RF front-end down-converts the signal centered on

the same LO frequency to IF using a quadrature demodulator, as shown in the

Figure 4.13. The RF front-end has mainly three components: low noise am-

plifier (LNA), quadrature demodulator (Mixer), and trans-impedance amplifier

(TIA), and the chain is indicated as LMT. The gains of each component are

tunable and controlled by the AGC. The analog filters provide a continuous-

time signal to the ADC. The ADC models a high-sampling rate third-order

delta-sigma modulator. The low-pass digital down conversion filters convert

the highly sampled signal at the output of the ADC to the baseband. The output

of the AFE is passed to the OFDM receiver in Zynq. The integration of the

AFE with the transceiver in Figure 4.5 and its parameters as per the LDACS

specification are discussed in Section 4.4.1.
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Figure 4.13: AFE: RF receiver.

The Wireless Channels for different flight modes Airport (APT), Terminal

Maneuvering Area (TMA), En-routing (ENR) and DME Interference are con-

sidered for the implementation. This has been discussed in Chapter 3 in more

details.

4.2.4 Receiver

At the receiver, the preamble detection block detects the beginning of the data

frames using auto-correlation and extract it for subsequent processing. For

cyclic prefix removal, the starting 11 samples are discarded out of the 75 in-

coming samples. The remaining 64 samples are given as input to the 64 point

FFT block. Out of 64 symbols at the output of the FFT block, 48 data symbols

are extracted by a selector. The output data symbols are demodulated using

the BPSK demodulator. The deinterleaver then deinterleaves the bits using the

predefined sequence followed by decoding using a Viterbi decoder using the

same generator polynomial as a convolutional encoder in the transmitter. The

descrambler uses the corresponding descrambling sequence to retrieve the 24
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bits of a frame. A similar process is repeated for each frame. The next sec-

tion presents the HW-SW co-design approach used for transceiver design and

implementation.

4.3 Hardware-Software co-design Approach

The HW-SW co-design approach gives the flexibility to choose which part of

the transceiver is best suited to be implemented on PL and PS of the ZSoC. In

this section, we present design details of various transceiver configurations (V1-

V10), shown in Figure 4.5 realized using the HW-SW co-design approach. The

data transfer between PS and PL plays an important role in this approach, and

corresponding details are summarized in Table 4.2.

TransmitterStimulusPerformance 
Analysis
(Laptop) Receiver

AFE

DMEPS (ARM)
ENET

Figure 4.14: Configuration V1 of the transceiver.

We begin with the configuration V1 in which the complete transceiver is

implemented on the PS, as shown in Figure 4.14, and hence, there is no data

transfer between PS to PL as shown in Table 4.2. The stimulus model generates

32-bit unsigned integers out of which 24 are data bits (single frame), 2 are valid

and reset signals, and remaining are zero-padded bits. Each data bit is modu-

lated and processed to obtain an OFDM symbol with 75 samples (64 subcarriers

+ 11 samples as CP). Each sample can be represented in the form of an 8/16/32-

98



bit fixed-point data type. Each OFDM symbol in a frame comprises 75 samples

(64 + 11 CP) and corresponding symbol period is 120µs assuming 1 sample

takes 1.6µs. We refer this as time per frame symbol (tpfs). With 36 data frames,

2 pilot frames, and additional delays due to frame synchronizations, one simula-

tion runs for 43 ∗ tpfs duration. The performance analysis model compares the

transmitted and received bits for subsequent BER and throughput analysis. The

realization of this architecture on ZSoC is done using MATLAB HDL coder

and verifier, along with Embedded Coder toolboxes.
Model Variants Data Type Size of 1 element No. of elements

V1 - - -
V2 (FOFDM) Signed Fixed Point 8/16/32 bits 150

V3 Signed Fixed Point 8/16/32 bits 75
V4 (WOLA-OFDM) Signed Fixed Point 8/16/32 bits 91

V5 Signed Fixed Point 8/16/32 bits 48
V6 Signed Fixed Point 8/16/32 bits 48
V7 Boolean 1 bit 48
V8 Boolean 1 bit 24
V9 Boolean 1 bit 24

V10 Boolean 1 bit 24
Table 4.2: Data transfer between PS and PL (transmitter side)

In configuration V2, the filtering operation is moved to PL, and hence, it is

applicable only for FOFDM. As shown in Figure 4.15, the transmitter and re-

ceivers are divided into two sections, one for PS and other for PL. For V2, the

output of transmitter_1 is the frame consisting of 150 complex filtered OFDM

samples, each of which can be represented in 8/16/32-bit fixed-point format.

One such frame, along with valid and reset signals are interfaced with AXI-

compatible buffer realized in PL. The buffering is necessary for subsequent

sample-based processing in PL. Similarly, unbuffering is needed while pass-
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ing the data from PL to PS after the filtering operation of the receiver in PL

(Receiver_1). Note that the sampling time of the blocks in PS is 120µs while

the sampling time of the blocks in PL is 1.6µs.

Transmitter_1StimulusPerformance 
Analysis
(Laptop) Receiver_2

PS (ARM)ENET

Transmitter_2

Receiver_1

PL (FPGA)

B
U
F
F
E
R

AFE

DME

AFE

DME

Figure 4.15: Configurations V2-V9 of the transceiver.

Configurations V3-V9 are similar to V2, where few more blocks are moved

from PS to PL. For instance, in V3, preamble addition and detection blocks are

realizing in PL along with filtering (in FOFDM). The configuration V4 realizes

the windowing, overlap and add block along with the preamble addition and

detection in PL, and the rest of the blocks are implemented on PS. This configu-

ration is only applicable in WOLA-OFDM. In configuration V5-V6, IFFT and

CP addition operations are also moved to PL, and hence, frame size is reduced

from 75 to 48, as shown in Table 4.2. Similarly, in configuration V7, data mod-

ulation and demodulator blocks are moved to PL, which means Boolean data

being transferred between PL and PS. For configurations V8-10, the number of

data elements are reduced from 48 to 24 since channel encoder and decoders

with a coding rate of 1
2 are moved to PL. In final configuration V10, an entire

transceiver is realized on PL except for stimulus block. It can be observed that

each configuration needs to be designed carefully to synchronize the data trans-

fer between PS and PL. Furthermore, the architecture of the block changes when

it is moved between PS and PL due to frame and sample-based processing. For
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PL implementation of each block, we have added pipelining inside the block

as well as between the blocks. This demands additional synchronization efforts

between PS and PL due to the change in latency. The next section presents the

experimental setup done for taking the PSD, BER and complexity results.

4.4 Experimental Setup and Result Analysis

In this section, we present the details of the experimental setup and analyze

different results to compare the performance and complexity of the proposed

transceivers.

4.4.1 Testbed Setup and Configuration

In this work, we have used the Xilinx ZSoC ZC706 evaluation board for im-

plementation of the proposed transceivers. It consists of dual-core cortex A9

Advanced RISC Machines (ARM) as the software component (PS) and Xilinx

28nm Kintex 7-series as the hardware component (PL) [61]. It is a processor

centered device in which PS always boots first and is fully autonomous to PL.

Both PS and PL communicate with each other using the Advanced eXtensible

Interface (AXI) protocol. There are 9 AXI ports between PS and PL, and in

this project, we use four ports for communication between PS and PL. Among

various AXI protocols, we use AXI-stream for communication between PS and

PL and AXI-Lite for communication between various signal processing blocks

realized in the PL.
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For the design and implementation of the transceivers, we have used MAT-

LAB 2017b and Vivado 2016.4. These are augmented with various MATLAB

toolboxes such as Embedded coder and HDL coder/verifier to target the imple-

mentation on the PS and PL, respectively. To design and configure the AFE, we

have used RF Toolbox along with communication and signal processing tool-

boxes, hardware support packages provided by Mathworks.

The AFE is programmed to meet the desired sampling and carrier frequency

requirements of the LDACS. The custom digital and analog filters are designed

and configured with the help of the RF Toolbox of the Matlab/Simulink. For

the LDACS transceiver, the passband and stopband normalized frequencies are

0.33 and 0.41, respectively. The stopband attenuation is 80 dB, and the desired

baseband sampling rate is 1.1 MHz. The filter at the receiver is identical to the

transmitter. The local oscillator frequency is set to 985 MHz as the LDACS is

deployed in the range of 960-1164 MHz, and for such up-conversion, various

rate changer blocks are added in the design. The output of the AFE receiver is

scaled by an appropriate factor (0.00019 to be exact) so that the power level of

the signal at AFE receiver output closely matches the signal at AFE transmitter

input. The AFE transceiver also introduces the phase noise due to transmission

at RF frequency, and hence, it demands phase error estimation and correction at

the receiver. For the proposed transceiver, we have used pilot signals in LDACS

for phase estimation, and accordingly, correction is applied to all received sam-

ples. Next, we present the experimental results demonstrating the PSD and

BER performance of the proposed transceivers using the discussed ZSoC based
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testbed.

4.4.2 Power Spectral Density (PSD) Comparison

We begin with the PSD comparison for OFDM, WOLA-OFDM, and FOFDM

transceivers and analyzed their OOB emission. Since higher OOB emission

leads to higher interference to the legacy DME users, the transceivers should

have lower OOB emission, and it should not exceed the desired interference

constraints of the DME. Here, we assume that single LDACS transmitter is

active in 1 MHz of the spectral gap between adjacent DME channels.
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Figure 4.16: The PSD comparison of various waveforms for two different transmission bandwidths, (a) 732kHz,
and (b) 498kHz.

The PSD comparisons of OFDM, FOFDM, and WOLA-OFDM for 2 trans-

mission bandwidths 1) 732 kHz and 2) 498 kHz are presented in Figure 4.16

(a) and (b) respectively. The legacy DME transmission is shown using orange

color. Note that 498 kHz is the maximum possible bandwidth of existing OFDM

which gives a good trade-off between bandwidth and mutual interference pro-

tection. Though FOFDM can achieve 800 kHz bandwidth, we have chosen 732

kHz because it can be achieved using the frame structure same as that of 498

kHz, making it compatible with legacy LDACS. For all the transceivers, word-
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length (WL) is fixed and equal to 32 bits. It can be observed that the FOFDM

has approximately 40 dB lower OOB emission and hence, much lower inter-

ference to the legacy DME signals. This allows FOFDM to increase the trans-

mission bandwidth from the suggested 498 kHz (maximum possible in OFDM)

to 732 kHz leading to significant improvement of approximately 50% in the

spectral utilization over existing OFDM.

Next, we compare the performance of all transceivers by varying the WL.

First, we change the WL of windowing and filtering blocks of the transceiver

to 8/16 while keeping the WL of the rest of the transceiver to 32. As expected,

there will be no change in the performance of OFDM as it does not involve

windowing and filtering. The PSD of FOFDM and WOLA-OFDM for different

WLs are shown in Figure 4.17 (a) and (b). It can be observed that the PSD for

WLs of 16 and 32 are almost identical, while there is significant degradation

when WL is 8. Thus, it is possible to reduce the WL to 16 without compromis-

ing on the PSD performance.
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Figure 4.17: The PSD comparison of different fixed length implementation of (a) Filter and (b) Windowing.

Next, we also analyzed the PSD performance when WL of the complete

transceiver is reduced to 8 and 16 from 32. For illustration, we have shown the
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PSD of the OFDM in Figure 4.18. Due to limited space constraints and to avoid

repetitive results, we omitted the FOFDM and WOLA-OFDM transceivers. For

all the transceivers, we observed that the PSD is almost identical for WL of 16

and 32, but there is significant degradation when WL is reduced to 8.
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Figure 4.18: The PSD comparison of various waveforms for different WL.

To summarize, we observed that the FOFDM offers superior PSD and hence,

lower interference to legacy DME when compared to other transceivers. This

allows FOFDM to have wider transmission bandwidth, which is desired for the

future air to ground communication. However, better PSD at the cost of poor

BER performance is not acceptable for wireless transceivers. Hence, we study

the BER performance of various transceivers in the next subsection.

4.4.3 Bit Error Rate Comparison

For BER analysis, we consider end-to-end transceiver with LDACS channels

(ENR, APT and TMA), DME interference, and RF impairments due to the AFE.

We consider two transmission bandwidths: 1) 732 kHz and 2) 498 kHz. All

BER results are obtained from hardware with at least 1000 frames of data.

As shown in Figure 5.6, FOFDM offers better BER performance than OFDM
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and WOLA-OFDM for a wide range of SNRs. This is mainly due to the ability

of FOFDM to reduce the effect of DME interference due to inherent filtering

operation at the transmitter and receiver. Note that though BER performance of

WOLA-OFDM and OFDM is acceptable for 732 kHz, they cannot be deployed

due to severe interference to DME.
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Figure 4.19: The BER comparison of various waveforms for two transmission bandwidths, (a) 732kHz, and (b)
498kHz and three different channels.

Similar to PSD analysis, we compare the BER performance for three differ-

ent WLs, 32, 16, and 8. As shown in Figure 4.20, BER performance degrades

with the decrease in WL for all the transceivers. However, FOFDM offers signif-

icantly better performance than others. In fact, the BER of FOFDM with WL of

16 is significantly better than that of WOLA-OFDM with WL of 32. Similarly,

the BER of FOFDM with WL of 8 is significantly better than that of OFDM

and WOLA-OFDM with WL of 32 and 16, respectively.
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Figure 4.20: The BER comparison of various waveforms for different fixed lengths.
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Next, we study the effect of WL of windowing and filtering blocks on the

BER. Since the PSD and BER performance of transceivers with the WL of

16 and 32 are comparable, we have used the transceiver with WL of 16 for

the results shown in Figure 4.21. It can be observed that the FOFDM with

filtering operation using WL of 16 and 32 offers similar performance while

its performance degrades when the WL is reduced to 8. The same trend is

also observed for WOLA-OFDM. Thus, the selection of WL is an important

criterion for transceiver, and higher WL may not guarantee a higher gain in

performance.
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Figure 4.21: The BER comparison of various waveforms for different fixed lengths of filter and windowing
operation.

In terms of BER and PSD, FOFDM not only offers better performance but

also leads to higher transmission bandwidth. However, this gain in performance

should not come at a high cost in terms of complexity. To analyze this, we

present the area and power complexity of these transceivers in the next subsec-

tion.

4.4.4 Resource Utilization and Power Consumption

In this subsection, we compare the resource utilization and power consumption

of the proposed OFDM, WOLA-OFDM, and FOFDM architectures for ten dif-
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Param-
eter

Wave-
form V2 V3 V4 V5 V6 V7 V8 V9 V10

No. of
Flip-
Flops

OFDM N/A
14200
(3.25%)

N/A
31617
(7.21%)

31945
(7.29%)

32628
(7.45%)

33982
(7.75%)

37738
(8.61%)

38193
(8.72%)

WOLA-
OFDM

N/A
14200
(3.25%)

23018
(5.26%)

33015
(7.54%)

34785
(7.93%)

38254
(8.75%)

41945
(9.58%)

43015
(9.83%)

44971
(10.02%)

FOFDM
10100
(2.31%)

29954
(6.84%)

N/A
37285
(8.51%)

39120
(8.92%)

40015
(9.13%)

41184
(9.40%)

44015
(10.04%)

46253
(10.56%)

No. of
DSP48 OFDM N/A

534
(59.33%)

N/A
570

(63.33%)
570

(63.33%)
570

(63.33%)
570

(63.33%)
570

(63.33%)
570

(63.33)
WOLA-
OFDM

N/A
534

(59.33%)
554

(61.56%)
570

(63.33%)
570

(63.33%)
570

(63.33%)
570

(63.33%)
570

(63.33%)
570

(63.33%)

FOFDM
296

(32.89%)
785

(87.22%)
N/A

812
(90.22%)

812
(90.22%)

812
(90.22%)

812
(90.22%)

812
(90.22%)

812
(90.22%)

No. of
LUT as
Mem-
ory

OFDM N/A
396

(0.56%)
N/A

865
(1.23%)

881
(1.25%)

918
(1.30%)

922
(1.31%)

941
(1.34%)

994
(1.35%)

WOLA-
OFDM

N/A
396

(0.56%)
685

(0.972%)
940

(1.34%)
945

(1.35%)
972

(1.38%)
982

(1.39%)
1050

(1.48%)
1102

(1.56%)

FOFDM
64

(0.09%)
411

(0.583%)
N/A

894
(1.27%)

913
(1.29%)

936
(1.32%)

943
(1.34%)

964
(1.37%)

1021
(1.44%)

No. of
LUT as
Logic

OFDM N/A
22083
(10.10%)

N/A
31687
(14.50%)

31985
(14.63%)

32555
(14.89%)

33509
(15.328%)

35509
(16.24)

36657
(16.77%)

WOLA-
OFDM

N/A
22083
(10.10%)

30513
(13.96%)

33218
(15.195%)

34824
(15.96%)

36156
(16.54%)

37599
(17.20%)

41621
(19.04%)

44376
(20.30%)

FOFDM
5350

(2.45%)
25361
(11.61%)

N/A
32811
(15.01%)

34495
(15.78%)

35391
(16.19%)

37052
(16.95%)

40660
(18.60%)

42539
(19.46%)

No. of OFDM N/A 35 N/A 683 745 1144 1217 1882 1930

MUXes WOLA-
OFDM

N/A 35 872 1254 1501 1784 1835 2575 2725

FOFDM
25 57 N/A 835 1152 1401 1523 1985 2102

Dy-
namic OFDM N/A 0.045 N/A 0.285 0.295 0.297 0.299 0.301 0.304

Power WOLA-
OFDM

N/A 0.073 0.161 0.294 0.296 0.299 0.301 0.302 0.306

in Watt
FOFDM

0.112 0.205 N/A 0.434 0.493 0.494 0.496 0.500 0.509

Table 4.3: Resource utilization and power consumption of transceiver on ZSoC.

ferent configurations. Since the bandwidth of the transceiver is tunable, the

results are shown in Table 4.3 corresponds to 732 kHz bandwidth, which has

higher complexity than 498 kHz bandwidth. To begin with, we consider the

WL of 16 in Table 4.3. All results are obtained after realizing the transceiver on
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ZC706.

As shown in Table 4.3, the comparison is made in terms of the number of

flip-flops, DSP48 (embedded multipliers), look-up-table (LUT) for memory,

LUT for logical and arithmetic operations, multiplexers and dynamic power

consumption of the PL. The static power consumption of PS (1.566 W) and PL

(0.247W) is, as expected, identical for all configurations and hence, not shown

in the table.

Since V1 configuration is realized completely in PS, PL resource utilization

results are omitted. In V2, FOFDM resource utilization is due to the filtering

block realized in PL. As expected, multiply-accumulate operations in the filter

are mapped to DSP48 to get the best possible performance. In V3, preamble

addition and detection block is moved to PL, and due to in-built auto-correlation

operations, it is one of the most complicated block as evident from the increase

in the resource utilization compared to V2. Similarly, a significant increase in

resource utilization and power consumption is observed in V5, where FFT/IFFT

is moved from PS to PL.

To summarize, FOFDM incurs 27% higher DSP48 than others due to MAC-

based filtering, which can be shifted to LUT if needed. For example, window-

ing operation in WOLA-OFDM is realized using a combination of DSP48 and

LUTs. The utilization of the rest of the resources is almost identical in all three

waveforms. The IFFT/FFT block consumes the highest power, followed by fil-

tering in the FOFDM. Due to limited space constraints, we have skipped some
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results. For completeness of the discussion, we briefly mention the observa-

tions: 1) The power consumption of the FOFDM increases slightly if we reduce

the number of DSP48 at the cost of LUT as logic, 2) Resource utilization and

power consumption increases with the rise in the WL, 3) The process of pipelin-

ing the transceiver architecture involves addition of registers at the appropriate

locations so as to reduce the critical path delay. The reduction in critical path

delay allows the transceiver to be clocked at higher frequency. Thus, pipelining

offers trade-off between resource (number of FFs) utilization and clock period.

For instance, the critical path delay with and without pipelining for OFDM,

WOLA-OFDM and FOFDM transceivers are {9.75 ns, 10.25 ns, 12.5 ns}and

{259 ns, 265.83 ns, 271.23 ns}, respectively. Furthermore, pipelining incurs

additional latency due to newly added registers [87].

In Figure 4.21, we discussed the effect of WL of filter coefficients in the

filtering block of FOFDM on BER. In the case of resource utilization, we ob-

served the increase in the utilization with WL, as shown in Figure 4.22. For

WOLA-OFDM, different WL of windowing coefficients is not feasible for air

to ground communications due to poor PSD and BER performance.
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Figure 4.22: Analysis of resource utilization on ZC706 for different model variants and fixed lengths, (a) Number of
LUTs and (b) Number of DSP’48 units.
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The above-discussed results show that the FOFDM offers better sidelobe at-

tenuation and better BER performance in trade-off to resource utilization. Filter

designed by considering 8 bit fixed WL performs worse than 16/32 bit filter in

terms of PSD and BER but better in terms of resource utilization. The FOFDM

has a higher usage of resources compared to OFDM and WOLA-OFDM but

still uses less than 50% of the Zynq ZC702 resources except for DSP48. This

makes the FOFDM as an appealing substitute to the future air to ground com-

munication.

4.5 Summary

In this chapter the detailed performance and complexity analysis of various can-

didate waveforms for LDACS on Zynq System on Chip (ZSoC) platform is pre-

sented. The evaluation board ZC706 Zynq-7000 XC7Z045 of programmable

logic (PL) such as FPGA and processing system (PS) such as ARM is used for

prototyping. The requirement of hardware and tools to implement the models

on ZSoc along with the thorough details on the OFDM, FOFDM and WOLA-

OFDM transceiver architecture is discussed in Section 4.1. Apart from this,

Seven configuration of of the architecture are realized by dividing it into two

sections, one for PL and other for PS.

The Hardware-Software co-design approach is explained in detail which pro-

vides the flexibility to choose which part of the transceiver to implement on

programmable logic (PL) such as FPGA and which on processing system (PS)
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such as ARM to meet the given area, delay and power constraints. Detailed

experimental results demonstrate the trade-off between these waveforms with

respect to parameters such as, area, delay and power requirements. The PSD

and BER results in presence of DME interference shows that FOFDM perform

better than OFDM and WOLA-OFDM.

The use of filtering leads to increase in area, power and delay complexity. To

solve the complexity aspect of FOFDM transceivers especially for deployment

onboard aircrafts, as onboard aircraft systems are battery-powered, reducing

the LDACS PHY complexity is an essential step towards extending the battery

life. We present an in-depth performance analysis of end-to-end low complex-

ity reconfigurable filtered- OFDM (LRef-OFDM) transceiver on heterogeneous

Zynq System on Chip (ZSoC) platform in the next chapter. The implementation

and analysis is done considering the proposed LDACS PHY specifications and

frame structure discussed in Chapter 3.
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Chapter 5

Design and Implementation of Low

Complexity Reconfigurable

Filtered-OFDM

In this chapter, we focus on the complexity aspect of FOFDM transceivers espe-

cially for deployment onboard aircrafts, along with in-depth performance anal-

ysis of end-to-end LDACS transceiver on heterogeneous ZSoC platform con-

sisting of FPGA and ARM processor. As onboard aircraft systems are battery-

powered, reducing the LDACS PHY complexity is an essential step towards

extending the battery life. Specifically, we propose a novel interpolation and

masking based multi-stage digital FIR filter that when integrated with LDACS

transceiver, not only meets the stringent non-uniform spectral attenuation re-

quirements of LDACS but also allows variable transmission BWs up to 732

kHz.
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5.1 Proposed Filter Design

In this section, we focus on the design of the low complexity BW-reconfigurable

digital FIR filter in Figure 5.1 and the aim is to meet the OOB attenuation spec-

ifications of LDACS for a wide range of transmission BWs. Please refer to the

Chapter 3 and 4 for the LDACS specifications and the design details of other

baseband blocks of the transceiver implementation on the ZSoC testbed, respec-

tively.
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Figure 5.1: Building blocks of the proposed LRef-OFDM transceiver along with end-to-end testbed.

The proposed filter employs the interpolation operation [38,43,88] to reduce

the complexity. In this operation, if the coefficients of a lowpass prototype filter

are interpolated by a factor M , every unit delay in the filter is replaced by M

delays. This results in a multi-band frequency response with sub-bands located

at even multiples of π
M , each having its passband and transition BW 1

M times

that of the prototype filter. The interpolated frequency response can be given

by:

HIp(z) =

N
2 −1∑
n=0

hn[z
−Mn + z−M(N−n)] + hN

2
z

−Mn
2 (5.1)

where, h0, h1 . . .hN
2

are the unique filter coefficients of an N th order FIR filter.

In proposed filter design approach [25], three sub-filters denoted as Filter I, Fil-

ter II, and Filter III are cascaded and illustrative frequency responses are shown
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in Figure 5.2. If HI(z), HII(z), HIII(z) denote the z-domain representations

of sub-filters, the resultant filter is given as,

H(z) = HI(z).HII(z).HIII(z) (5.2)

The LDACS signal is over-sampled by a factor of four to assist in interfer-

ence reduction [15]. Therefore, as the LDACS BW is approximately 500 kHz,

the sampling frequency for our filter is chosen as 4 MHz. Figure 5.2 shows

the frequency responses of three sub-filters designed for a transmission band-

width of 498 kHz on the frequency scale normalized with respect to Nyquist

frequency, i.e., half of sampling frequency. The sub-filter design is explained

below:

A1. Filter I: The stage I filter is designed with minimum order (N = 26) satis-

fying the stringent spectral mask, and has passband edge (Fp1) as M(= 4)

times of the passband edge of the LDACS signal (Fps) based on its trans-

mission BW, i.e, Fp1 = 4 ∗ Fps. Similarly the stopband edge (Fs1) is

4 ∗ Fss, where Fss is the stopband edge of the LDACS signal. As the

most relaxed required attenuation level is adjacent to the passband, this

sub-filter is designed with the most relaxed attenuation specification. The

filter response for this stage I filter HI(z) is obtained by substituting the

value of I and N in (5.1),

HI(z) =
12∑
n=0

hn[z
−4n + z−4(26−n)] + h13z

−2n (5.3)
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A2. Filter II: This sub-filter removes the unwanted central subband from the

frequency response of interpolated Filter I. This filter is designed with order

26 having interpolation factor (M) of 2, and the filter response HII(z) can

be expressed as,

HII(z) =
12∑
n=0

hn[z
−2n + z−2(26−n)] + h13z

−n (5.4)

The passband and stopband edge frequencies of Filter II are based on the

resultant edge frequencies in the interpolated frequency response of Filter

I and can be represented as Fp2 = Fm
2 and Fs2 = 1 − Fp2 respectively,

where Fm is a reference frequency whose value is chosen based on the

supported transmission BWs.

A3. Filter III: This sub-filter has order 14 and removes the unwanted highpass

subband from the cascaded frequency response of Filter I and Filter II,

i.e., HI(z).HII(z). The passband and stopband edge frequencies for Filter

III are based on the resultant edge frequencies in the cascaded frequency

response and can be represented as Fp3 = Fm
4 and Fs3 = 1− Fp3 respec-

tively. It has the most relaxed transition BW and the most stringent stop-

band attenuation specification among the three sub-filters. The frequency

response of this filter HIII(z) can be represented as,

HIII(z) =
6∑

n=0

hn[z
−n + z−(14−n)] + h7z

−n
2 (5.5)

Here, we mainly focus on the filter design, and the details regarding the

complete transceiver are included in an appendix document as supplementary
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Figure 5.2: Frequency responses of sub-filters HI(z), HII(z), HIII(z) and the resultant filter H(z) for 498 kHz
LDACS transmission BW.

material [89].

In Chapter 3 and 4, we showed that LDACS can have additional bandwidths

of 342 kHz, 654 kHz, 732 kHz by maintaining compatibility with the existing

frame structure of 498 kHz. To realize a BW reconfigurable transceiver, we

store the unique filter coefficients corresponding to all four BWs in memory.

We can thus support different transmission BWs on the fly by just selecting

appropriate filter coefficients from memory at run-time. This would require a

memory component with storage capacity of 144 coefficients: 14*4 (Filter I

with order 26) + 14*4 (masking Filter II with order 26) + 8*4 (masking Filter

III with order 14). However, to reduce this requirement, we design and use the

same masking filters (Filter II and III) for all the BWs, and they are designed

as halfband FIR filters to minimize the number of distinct non-zero coefficients.

Based on the design of Filter I, a reference frequency Fm is computed and the

passband and stopband edge frequencies of Filter II and Filter III are chosen

based on Fm. The reference frequency Fm is selected based on the supported

transmission BWs and is chosen to be the stopband edge frequency of Filter

I corresponding to the widest supported transmission BW. As a result, we can

use the same masking filters II and III for all BWs and the total required mem-
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ory storage capacity is just 67 coefficients: 14*4 (Filter I with order 26) + 7

(halfband masking Filter II with order 26) + 4 (halfband masking Filter III with

order 14). The overall filter responses for all four transmission BWs satisfying

the corresponding LDACS spectral masks are shown in Figure 5.3. Note that

the LDACS spectral mask in [90] is considered for BWs 342 kHz and 498 kHz,

and an appropriately modified version is considered for other BWs.
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Figure 5.3: Overall frequency response characteristics of the proposed filter for the bandwidths: (a) 342 kHz (b) 498
kHz (c) 654 kHz (d) 732 kHz.

It is empirically computed that among the different possible combinations

of interpolation factors, the lowest overall filter complexity (in terms of total

number of unique multipliers) is obtained using the interpolation factors 4, 2,

1 respectively for the three sub-filters [89]. The design parameters of the three

sub-filters for the different transmission BWs are listed in Table 5.1 (normal-

ized with respect to Nyquist frequency). Except for Fp1 and Fs1, which are

set according to the transmission BW, all other filter design specifications are
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identical for all the BWs. MATLAB is used to obtain coefficients of the three

sub-filters corresponding to the design parameters listed in Table 5.1.

Parameters Filter I Filter II Filter III342
kHz

498
kHz

654
kHz

732
kHz

Order (N) 26 26 26 26 26 14
Passband Freq. 0.3418 0.498 0.6543 0.7324 0.3975 0.1988
Stopband Freq. 0.6724 0.6724 0.795 0.795 0.6025 0.8013
Attenuation (dB) -70.5 -37.9 -31.5 -14.5 -43.1 -81.8
Interpolation M 4 4 4 4 2 1

Table 5.1: Filter design specifications for different LDACS transmission BWs

From Table 5.1, Figure 5.2, and Figure 5.3, it can be noted that although the

attenuation specifications of the different sub-filters are relaxed, the overall cas-

caded non-uniform frequency responses satisfy the stringent LDACS spectral

masks for each transmission BW. This idea of using sub-filters with different re-

laxed attenuation specifications and thus, lower complexity is a unique feature

of this work.

Satisfying the stringent spectral mask specifications [25] should not come at

the cost of large delay and high implementation complexity that will also af-

fect the overall power consumption. To understand the filtering complexity, we

compare the multiplication complexity (total number of unique multipliers) and

group delay of the proposed filter with the FIR filters designed for 498 kHz BW

using various state-of-the-art approaches: 1) Parks-McClellan (PM) algorithm

(Chapter 4), 2) Least squares (LS) technique [91], 3) Traditional interpolated

FIR (IFIR) technique (wherein two sub-filters are cascaded with only the first

subject to interpolation) [88], and 4) Generalized IFIR technique (wherein more

than two sub-filters can be cascaded with multiple out of those subject to inter-
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polation) [92].

The total number of multipliers involved in the proposed filter is the sum of

the multipliers required to implement the three sub-filters. It can be noted that

while implementing the FIR sub-filters, the symmetry of their coefficients can

be exploited such that only half of the coefficients need to be implemented, us-

ing the transposed direct-form FIR filter architecture [93]. Also, for halfband

FIR filters (sub-filters II and III in our case), every alternate coefficient is zero,

and the central coefficient is always 0.5, which can be implemented simply with

a logical shift operation. Exploiting these properties, sub-filters I, II, and III in

the proposed LRef-OFDM can be implemented using 14, 7, and 4 multipliers

respectively and the total number of multipliers required is thus 25. As the three

sub-filters are cascaded, the group delay of the proposed filter is the sum of the

group delays of sub-filters I, II, and III. The total group delay of the proposed

filter is thus (13x4) + (13x2) + (7x1) = 85 samples. In units of time, this cor-

responds to 21.25 µs as the sampling frequency is 4 MHz. The group delay in

units of time can be calculated as totalgroupdelay(samples)/samplingfrequency.

The total number of required multipliers and group delays are similarly calcu-

lated for different state-of-the-art filters that can be used in the FOFDM, and the

comparative analysis is presented in the Table 5.2.

We can observe from Table 5.2, that the proposed filter offers 75.25%, 45.65%,

34.21% and 66.67% reductions in multiplication complexity and 15%, 23.08%,

35.11% lower and 14.87% higher group delay when compared to the filters de-

signed using the PM algorithm, traditional IFIR technique, generalized IFIR
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Filters based on Number of
Multipliers

Group Delay
In samples In µs

PM algorithm (Chapter 4) 101 100 25
LS technique [91] 75 74 18.5
Traditional IFIR [88] 46 110.5 27.625
Generalized IFIR [92] 38 131 32.75
Proposed Filter 25 85 21.25

Table 5.2: Complexity and group delay comparison

technique, and LS technique respectively.

A detailed comparison analysis of end-to-end LDACS transceivers in terms

of PSD, BER, and hardware resource utilization is presented in the next section.

5.2 Performance Analysis on ZSoC Testbed

For performance analysis, the proposed filter is integrated with our end-to-end

LDACS transceiver realized on the Xilinx Zynq ZSoC ZC706 platform, and

the sample rate is set to 4 MHz. This is accomplished using MATLAB hard-

ware description language (HDL) Coder and Verifier Toolboxes. Please refer to

Chapter 4 for additional implementation details. Next, the transceiver is inte-

grated with RF front-end for performance analysis in a real radio environment.

The RF front-end is designed using building blocks of the MATLAB RF Tool-

box. At the transmitter, RF front-end consists of digital up-converter, analog

filtering, power amplifier, followed by the RF transmission. The transmission

frequency can be set to anywhere in the L-band (960-1164 MHz) and it is set to

985 MHZ for the results discussed here. At the receiver, we need low-noise am-

plifier, analog filtering, and digital down-converter to get the desired baseband
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signal. Since RF front-end introduces phase noise, additional pilot reference sig-

nal based phase correction is added. The output of the phase correction block is

passed to the proposed filter followed by baseband signal processing, as shown

in Figure 5.1.

5.2.1 Power Spectral Density (PSD) Comparison

In Figure 5.4, we present the PSD comparison of OFDM, FOFDM, and LRef-

OFDM transceivers implemented using 16 bit WL. The LRef-OFDM and FOFDM

offer higher OOB attenuation than OFDM. Higher OOB attenuation leads to

lower interference to legacy DME signals as well as enables wider transmis-

sion BW of up to 732 kHz compared to only 498 kHz in existing LDACS. This

results in around 50% improvement in the spectrum utilization.
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Figure 5.4: The PSD comparison of various waveforms for two different signal BWs, (a) 732 kHz, and (b) 498 kHz
and three different channels.

Next, we study the effect of WL on the PSD. To understand the impact of

varying WL settings for the filter as well as the complete transceiver, we con-

sider two scenarios: (1) Proposed filter with WL of {8,16,32} bits and rest of

the transceiver blocks with WL of 16 bits, and (2) Complete transceiver with the

WL of {8,16,32} bits. Due to space constraints and to avoid repetitive results,
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we consider only LRef-OFDM in Figure 5.5a and Figure 5.5b. In both scenar-

ios, it can be observed that the PSD is almost identical for WL of 16 and 32 bits.

However, the PSD degrades substantially when the WL of the entire transceiver

is reduced to 8 bits, as shown in Figure 5.5b. The interpretation of these results

can be stated as the LRef-OFDM system can even be implemented with lower

filter WL to meet the application-specific complexity constraints. Similar re-

sults are also observed for FOFDM, while the OFDM needs minimum WL of

16 bits for a complete transceiver.
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Figure 5.5: PSD comparison of different WLs in LRef-OFDM. Note: TR and F in the legends refer to transceiver
and filter respectively.

5.2.2 Bit Error Rate (BER) Comparison

Next, we analyze the BER performance in the presence of three wireless chan-

nels: enrouting (ENR), airport/taxi (APT), and terminal maneuvering area (TMA).

Compared to simulation-based BER discussed in Chapter 3, our analysis con-

siders the effect of interference from legacy DME signals, impairments due to

RF front-end, and different WLs. The BER analysis is done for two different

signals BWs, 732 kHz and 498 kHz, and corresponding plots are shown in Fig-

ure 5.6a and Figure 5.6b respectively. It can be observed that LRef-OFDM does

not have any significant degradation in BER when compared with FOFDM as
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both employ filtering to improve OOB attenuation and to reduce the interference

from DME. The errors due to RF front-end are mitigated via a phase correction

block. As expected, BER of OFDM suffers due to severe interference from

DME, and its transmission BW has thus been limited to 498 kHz.
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Figure 5.6: The BER comparison of transceivers for three different LDACS channels and two different signal BWs,
(a) 732 kHz, and (b) 498 kHz.

In Figure 5.7, we study the effect of WL on the BER performance of the

LDACS transceiver. Similar to the PSD analysis, we consider two scenarios.

With the decrease in WL of the filter and transceiver, the BER degrades. It can

be observed that the WL of 8-bit may not be a good choice for the transceiver.

However, we can have 16-bit transceiver with 8-bit filter, which also offers

acceptable PSD performance. A similar analysis can be performed for each

transceiver block, thereby reducing the complexity significantly without com-

promising on the BER and PSD. Thus, experimental BER analysis on ZSoC

offers insights on the performance in real radio environment, which is other-

wise not possible in simulation-based analysis.

The LRef-OFDM thus offers better PSD and BER performance than OFDM.

It provides higher spectrum utilization due to wider transmission BW, and sup-

port for various BWs can enable LDACS to offer multiple services ranging from
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Figure 5.7: The BER comparison of various LDACS transceiver implementations for different fixed-point word
lengths.

text, audio, to multimedia. When compared to FOFDM, proposed LRef-OFDM

offers identical performance. Next, we compare the complexity of the LDACS

transceivers.

5.2.3 Resource Utilization and Power Consumption Comparison

In this subsection, we compare the resource utilization and power consumption

of the proposed filter and the PM algorithm based filter implemented on the

ZC706. We also compare the same for one variant of the OFDM, FOFDM,

and LRef-OFDM transceiver corresponding to 128 point FFT. For a detailed

comparison of all the nine transceiver configurations one can refer to [89]. The

resource utilization comparison is presented in the Table 5.3.

LDACS Transceiver
Type

Resources utilized
No. of

Flip - Flops
No. of
DSP48

No. of LUT
as memory

No. of LUT
as logic

PM filter 10100 (2.31 %) 296 (32.89 %) 64 (0.09 %) 5350 (2.45 %)
Proposed filter 8921 (2.04 %) 181 (20.11 %) 50 (0.073 %) 4114 (1.89 %)
OFDM transceiver 39501 (9.03 %) 570 (63.33 %) 994 (1.35 %) 37541 (17.23 %)
FOFDM transceiver 47653 (10.89 %) 812 (90.22 %) 1021 (1.44 %) 43439 (19.93 %)
LRef-OFDM
transceiver

46394 (9.82 %) 697 (77.44 %) 1009 (1.42 %) 41552 (19.07 %)

Table 5.3: Resource utilization comparison on ZC706

We can observe from the Table 5.3 that the proposed filter utilizes fewer
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resources than the PM based filter of WL 16 bit, and hence the proposed LRef-

OFDM transceiver has lower area requirement than FOFDM transceiver. Also,

as expected, the OFDM transceiver shows the least resource utilization due to

lack of an extra filtering module.

We also compare the dynamic power for all the transceivers. While LRef-

OFDM (0.437 W) consumes 30.43% more power than OFDM (0.304 W), it

consumes 14.14 % less power than FOFDM (0.509 W) due to proposed filter

design. Additionally, we compare the complexity for different WLs of OFDM

and LRef-OFDM transceiver in Table. 5.4.
Resources
Utilized

OFDM LDACS LRef-OFDM LDACS
8-bit WL 32-bit WL 8-bit WL 32-bit WL

No. of
Flip-Flops

33514
(7.66 %)

51254
(11.72 %)

38421
(8.79 %)

58624
(13.40 %)

No. of LUT
as logic

31421
(14.42 %)

47264
(21.69 %)

36283
(16.65 %)

53234
(24.43 %)

Table 5.4: Resource utilization comparison for transceiver’s different word lengths on ZSoC ZC706

We observed that resource utilization and power consumption increase with

the increase in the WL. To summarize, LRef-OFDM offers better OOB atten-

uation and BER performance than OFDM, along with lower implementation

complexity and power consumption than FOFDM. This makes it an attractive

alternative for future air-ground communications.

5.3 Summary

Here, we presented LRef-OFDM using a novel interpolation and masking based

filter design approach. The proposed filter is a multi-stage filter designed to
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meet the stringent non-uniform spectral attenuation requirements of LDACS.

The proposed filter is also integrated in our end-to-end LDACS testbed real-

ized using Zynq System on Chip and the performance analysis is done in the

presence of L-band legacy user interference as well as wireless channels. With

extensive experimental results on a hardware testbed, we validated its superi-

ority over OFDM and FOFDM in terms of PSD and BER performance along

with tunable bandwidth. It also offers a lower area and power complexity than

FOFDM.

The spectrum is a scarce resource and, thus spectrum sensing is important for

future communication systems. Hence, for the systematic use of the spectrum

we propose a SNS sensing based L-band spectrum characterization in the next

chapter.
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Chapter 6

L-Band Spectrum Sensing via Sub-Nyquist

Sampling

The proposed LDACS transceiver enables tunable transmission bandwidth and

multi-band transmission. For effective deployment of such transceiver, occu-

pancy status of L-band is desired so as to meet the application-specific spectrum

resource requirements of all active users. In this chapter, we explore SNS based

L−band spectrum sensing (LSS) to identify the occupancy status of all legacy

users in the L-band. The SNS-based LSS exploits the sparsity of L-band, mak-

ing the LSS feasible with multiple low-rate and narrowband ADCs compared to

expensive Nyquist-rate ADC. We begin with the assumed signal model in the

next section.
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6.1 Signal Model

We consider L-band (960-1164) as a wideband spectrum. The spectrum is fur-

ther divided intoN number of non overlapping narrowbands of equal bandwidth

(B). In time domain, the wideband spectrum can be represented as x(t). The

signal x(t) can be represented as,

x(t) =
M∑
i=1

si(t)e
j2πfit + n(t) (6.1)

Where, M denotes the unknown number of active transmissions at time t

such that M << N , si(t) is the amplitude of the ith active transmission of a

carrier frequency fi and n(t) is the additive white Gaussian noise. It is assumed

that each active transmission lies in a freqency band of center frequency fi.

To perform WSS on x(t), we employed SNS for the digitization. By exploit-

ing the sparse nature of the wideband spectrum, the SNS uses the low rate ADCs

to achieve the minimum sampling rate that is less than the Nyquist sampling

rate of the sparse wideband spectrum. In wideband spectrum sensing (WSS),

we used MWC and FRI sub-Nyquist sampling techniques which do not require

prior knowledge of the band locations. However, to reconstruct the wideband

signal from the sub-Nyquist samples, WSS should meet the following criteria:

• Sampling rate of low rate ADCs, fsns should be higher than the bandwidth

of a narrowband, i.e. fsns ≥ B
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• Number of ADCs should be higher than the number of occupied narrow-

bands. Note that the number of ADC << N .

Here, we consider the wideband spectrum as L-band. The spectrum occu-

pancy of L-band is sacrce due to the presence of licensed existing communica-

tion and navigation systems as shown in Figure 1.3. While designing the system

model for the L-band spectrum to be sensed, the following necessary conditions

are considered:

• We consider the wideband signal x(t) to be a band-limited signal and has

the lowest and highest band frequency as 960MHz and fmax = 1164MHz

respectively. The band is further divided into N = 204 frequency bands.

TheseN frequency bands have uniformly distributed bandwidthB = fmax
N =

1MHz.

• Each active DME transmission si(t) occupies orthogonal frequency bands

having 1MHz of maximum bandwidth.

• The sparse occupancy status of N frequency bands is generated randomly.

Next, we discuss the SNS techniques applied to sense the vacant bands, fol-

lowed by the reconstruction method used in this work.

6.2 Sub-Nyquist Sampling

In the last decade, various SNS based wideband spectrum sensing (SNS-WSS)

methods [51] have been proposed to overcome the need for high-speed ADCs.
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Here, we discuss the two recent SNS techniques: 1) MWC [54], and 2) FRI [55].

6.2.1 Modulated Wideband Converter

The MWC allows a wideband signal to be sampled at a sub-Nyquist rate. In

order to reduce the sampling rate by p times, p parallel channels are used in the

MWC scheme, as shown in Figure 6.1. Each branch of MWC has a pseudo-

random sequence generator, a mixer, an accumulator, and an ADC, as shown

in Figure 6.1. In MWC, the pseudo-random sequences (or mixing functions),

mi(t)∀i ∈ [1, p], of every branch are uncorrelated periodic sequences of time

period Tp = LT , where, L is the number of frequency sub-bands into which a

wideband spectrum is divided and T is the Nyquist period of x(t). Because of

the periodic nature, mi(t) contains harmonics at rate of fp = 1
LT .

0 B

ADC Rate
B 

 

0 B

ADC Rate
B 

0 B

ADC Rate
B 

 

Figure 6.1: Basic architecture of MWC sampler.

The mixing function mi(t) can be represented mathematically as follows:

mi(t) = αik, k
Tp
P

6 t 6 (k + 1)
Tp
P
, 0 6 k 6 P − 1 (6.2)

where, αik ∈ +1,−1 and P is number of ±1 intervals in each period of mi(t).
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Since, mi(t) is a periodic function, the fourier expansion can be expressed

as:

mi(t)
∞∑

l=−∞

cile
j2πlfpt (6.3)

where, cil = 1
Tp

∫ Tp
0 mi(t)e

j2πlfpt. After mixing, the output signal x̂(t) and it’s

Fourier transform can be represented as:

x̂(t) = xi(t).mi(t) (6.4)

X̂i(f) =

∫ ∞
−∞

xi(t)(
∞∑

l=−∞

cile
j2πlft)e−j2πlftdt =

∞∑
l=−∞

cilXi(f − lfp) (6.5)

The DTFT of mixed demodulated samples generated at the output of MWC

(Y (f)) is a linear combination of lFp shifted versions of all L frequency sub-

bands and mathematically represented as:

Y (f) = AmwcX(f), f ∈ [−Fp
2
,+

Fp
2

] (6.6)

where, Amwc is a p×L sampling matrix, X(f) is the vector of Fourier trans-

form of L frequency sub-bands. The MWC approach requires lower analog

bandwidth ADCs to perform digitization at Sub-Nyquist rate as it uses the mix-

ing function which brings all the frequency bands of a wideband signal spectrum

in the baseband. It is suitable only for contiguous wideband spectrum digitiza-

tion however, in case of L−band spectrum, some of the frequency bands are

always occupied which means there is no need to digitize such parts of the

spectrum. Such non-contiguous SNS can also lead to further reduction in the
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number of ADCs and their sampling rate. One such technique, namely finite

rate of innovation (FRI) is presented next.

6.2.2 Finite Rate of Innovation

The FRI is a non-contiguous WSS approach. The architecture of FRI is similar

to the MWC architecture presented in Figure 6.1. The FRI approach digitizes a

set of desired frequency sub-bands β, instead of digitizing all L frequency sub-

bands. In the L-band scenario, 49 bands are allocated to the legacy users such

as DME, JTIDS, MIDS, ACAS, SSR, UAT, etc., as shown in Figure 1.3. The

FRI approach significantly reduces the number of ADCs by not using them to

sense the 49 bands allocated to legacy users. FRI uses a unique mixing function

mif(t), which can be represented as:

mif(t) =
∑
n∈β

αi,ne
−j2πfnt (6.7)

where αi,n is a unique scaling coefficient of the nth band in β. The DTFT of the

samples generated at the output of every analog branch is a linear combination

of shifted copies of all frequency sub-bands present in β. The output of the FRI

Y (f) can be shown as follows:

Y (f) = AfriXβ(f) (6.8)

Where, Xβ(f) represents |β| × 1 vector which contains Fourier transform of β

frequency sub-bands and Afri is a p × |β| matrix containing αi,n as its (i, n)th
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entry.

The main difference between MWC and FRI approach is that the MWC

senses the entire wideband spectrum while FRI only senses the bands which

are not allocated to the legacy users which reduces the sensing failure rate. To

support this, FRI has a different and unique mixing function.

6.2.3 Reconstruction

SNS is followed by spectrum reconstruction. There are two assumptions to

reconstruct the sampled signal. Firstly, the input signal must be sparse, and it

means that there are only a few narrow sub-bands, which contain information

inside the wide-input signal. Secondly, all components of the SNS system, such

as mixers and filters, are assumed to be ideal.

Fulfilling the second assumption is impossible as there is neither ideal out-

put of the analog components nor a very high order of filter to be deployed to

approximate the ideal output. A reconstruction algorithm is applied to the SNS

system output to recover the signal corrupted by noise fully.

Here, we use compressive sensing-based OMP [58, 59] algorithm for sparse

recovery of the original signal. OMP is an iterative greedy algorithm that uses

the band selection criterion in the matching pursuit algorithm and processes the

selected band orthogonally using the Gram-Schmidt orthogonalization method.

Then it projects the signal formed by these orthogonal bands on the space to

obtain the original signal. The OMP received significant attention due to its low
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complexity and simple geometric interpretation.

OMP finds the support (S) of n-sparse signal u. A vector u is called n-

sparse if u contains upto n non zero entries. The OMP implementation steps

are as follows:

• Step1: Take the input to the OMP as compressive sensing matrix A and

measurement vector y.

• Step2: Initialize the approximation of the signal vector û equivalent to 0

and residual r = y.

• Step3: Normalize the rows of the sensing matrix A, calculate the residual

ri = y − Aûi and update the residual in each iteration i.

• Step4: Find the updating vector V from the residual Vi = ATri−1.

• Step5: Find the index kmax of the column inAwhich is maximal correlated

with the residual r using the updating vector V .

• Step6: Update the support vector Si by using kmax.

OMP recovers the one index of support vector S at a time in n steps. Once

the support vector S is found correctly, the approximation of the signal vector û

is updated to minimize ‖y − Au‖2, The updating is done in each iteration using

ûi|Si = A†y. Once the stopping criteria is fulfilled, the û stops updating.

Next, we present the simulation results considering the L-band scenario.
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6.3 Results

Here, we compare the performance of MWC and FRI sub nyqist sampling tech-

niques to sense the presence of the DME signals. The performance analysis is

done by comparing the probability of detection of occupied bands along with

the sensing failure and throughput. All the results are taken considering the

above explained L-band scenario.

6.3.1 Probability of Detection Comparison

The probability of detection of occupied bands is calculated on the basis of

number of correctly sensed bands. Here, the probability of detection for MWC

sampling is shown in Figure 6.2 and analyzed for different values of ADCs and

four SNR levels. The plot in Figure 6.2 shows that the number of correctly

sensed bands is directly proportional to the number of ADCs and after a partic-

ular value of ADCs, the probability of detection saturates to 1. This means we

sense all the occupied bands correctly. Additionally, as we increase the SNR

level, we will need lesser ADCs to sense all the bands correctly.
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Figure 6.2: Probability of detection for MWC sensing technique with different SNR values.
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We also compare the probability of detection of the two sampling techniques

: 1. MWC and 2. FRI while using OMP as a sensing technique to sense the

occupied DME bands. As shown in Figure 6.3, the FRI reports better recovery

success than MWC as FRI does not sense the bands which are pre-occupied by

the other legacy users such as SSR, UAT, JTIDS, MIDS etc. in L-band.
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Figure 6.3: Comparison for probability of detection of MWC and FRI with different no of ADCs.

Next, we compare the sensing failure and throughput for the two sensing

techniques.

6.3.2 Sensing Failure

Here, we compare the sensing failure and average throughput for MWC and FRI

sampling techniques. The sensing failure occurs when the number of occupied

bands N is greater than the number of ADCs(Madc) (N > Madc). Figure 6.4 (a)

and (b) shows the occurrence of sensing failure at different number of ADCs

for SNR=10dB and 20dB respectively. The results also consider that the num-

ber of occupied bands are chosen randomly. We can observe from the figures

that MWC has higher sensing failure than FRI in both the cases. Also, while

increasing the SNR value, the overall sensing failure decreases.

Figure 6.5 shows the normalized throughput comparison for MWC and FRI
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Figure 6.4: Sensing failure comparison of MWC and FRI for two SNR levels (a) SNR=10dB (b) SNR=20dB.

sampling techniques. Here, the throughput is defined as the number of vacant

bands available in the sensed spectrum and it is normalized with the total num-

ber of narrowbands (N = 204). The simulation results show that the through-

put value increases with the increase in SNR. FRI offers higher throughput than

MWC as MWC has more number of sensing failures at the lower number of

ADCs (Madc = 20) while MWC has higher throughput at a higher number of

ADCs (Madc = 40), as the sensing failure in MWC is negligible in that case.
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Figure 6.5: Comparison for throughput of MWC and FRI with variable SNR for number of ADCs= 20 and 40.

To summarize, We can say that the FRI offers better probability of detection,

higher throughput (at lower number of ADCs) and fewer number of sensing

failures than MWC and requires lower number of ADCs due to non-contiguous

sensing.
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6.4 Summary

In this chapter, a SNS based L-band spectrum characterization for future air to

ground communication is presented. Here, we considered two SNS approaches:

1) MWC and 2) FRI followed by spectrum reconstruction via OMP. The perfor-

mance analysis for both the approaches is done considering the L-band scenario.

The performance comparison of MWC and FRI shows that the FRI approach

offers better probability of detection, higher throughput (at lower number of

ADCs) and fewer number of sensing failures than MWC and requires lower

number of ADCs due to non-contiguous sensing.
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Chapter 7

Conclusions and Future Works

This chapter concludes the thesis work and presents some directions for future

work in this research area.

7.1 Conclusions

This thesis studied the existing LDACS and modified it to support a new frame

structure to enable tunable transmission bandwidth without compromising on

backward architectural compatibility. We have designed the prototype of a re-

configurable and low complexity LDACS PHY based on filtered OFDM. The

proposed LDACS PHY is augmented with computationally efficient wideband

sensing to identify vacant spectrum opportunities in the 204 MHz L-band. We

also explored Hardware-Software co-design to map the proposed LDACS PHY

on heterogeneous Zynq SoC from Xilinx consisting of PS, i.e., ARM processor,

PL, i.e., FPGA and RF front end, AD9361 from Analog Devices and analyzed

the in-depth performance of LDACS PHY on the fixed-point hardware in the
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presence of RF impairments and wireless channels/interference. Various low

complexity tunable digital filters are further explored to optimize the hardware

complexity without compromising PHY performance.

The first work of the thesis presents the proposed LDACS PHY protocol that

enables transceivers to dynamically adapt the transmission bandwidth over a

wide range to meet the desired quality of service. High out-of-band attenuation

leads to significant improvement in the vacant spectrum utilization. Simulation

results show significant improvement over the BER and at least 32 dB lower in-

terference to incumbent L-band users than existing LDACS in the various real-

istic channel conditions. The computational complexity of Ref-OFDM is lower

than other waveforms except for OFDM, making the proposed work an attrac-

tive solution for the next-generation A2GC. In addition to mathematical and per-

formance analysis using synthetic data, we demonstrated the functionality of the

proposed Ref-OFDM PHY in a real radio environment on USRPs based testbed.

The experimental results show that the proposed Ref-OFDM based LDACS pro-

vides nearly 35 dB less OOB emission and offers better BER/Throughput in dif-

ferent scenarios such as variable distance, variable altitude, LOS, NLOS, and

variable DME antenna gain.

Next, we have done an in-depth performance analysis of the proposed LDACS

PHY on fixed-point hardware in the presence of various RF impairments and

wireless channels/interference by mapping the end-to-end LDACS PHY on Xil-

inx SoC ZC706 FPGA. The detailed experimental results are presented to ana-

lyze the area, power, PSD, and BER performance for OFDM, WOLA-OFDM,
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and FOFDM, having three-word lengths of 8/16/32 bit. The results show that

the transceivers with the WL of 16 and 32 bit offer similar performance while

the performance degrades for 8 bit WL. Though Ref-OFDM PHY offers supe-

rior BER and OOB emission (approximately 40 dB) performance with tunable

bandwidth, it incurs significant penalties in resource utilization (27 % higher

DSP48 based embedded multiplier) and power consumption compared to OFDM

and Windowed-OFDM based LDACS. A novel LRef-OFDM based LDACS

PHY is proposed. A similar performance analysis is performed on ZSoC hard-

ware to reduce the hardware complexity further. The LRef-OFDM based LDACS

offers identical OOB and BER performance to Ref-OFDM with 14.14 % less

power and fewer resources (12.78 % DSP48). The performance-complexity

trade-off of the proposed LDACS is shown in Figure 7.1.

The LDACS PHY is further augmented with the SNS-based compressive

Reconfigurable
filtered OFDM

Low complexity
reconfigurable
filtered OFDM

Filtered OFDM

Hardware Complexity in
terms of resource utilization

and Power consumption

OFDM Windowed 
OFDM

Low complexity
reconfigurable
filtered OFDM

performance

Windowed
OFDM OFDM

Increases

Decreases

OOB and BER

Figure 7.1: The performance-complexity comparison of different LDACS PHY.
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sensing to efficiently utilize the non-contiguous L-band spectrum. The perfor-

mance analysis is done to compare the MWC, and FRI approaches considering

the L-band scenario. The performance comparison of MWC and FRI shows that

the FRI approach offers a better recovery rate, higher throughput (at a lower

number of ADCs), and fewer number of sensing failures than MWC and re-

quires a lower number of ADCs due to non-contiguous sensing.

An in-depth performance analysis, feasibility on SoC, and backward compat-

ibility with existing LDACS makes the proposed LRef-OFDM LDACS PHY, an

attractive alternative for next-generation air to ground communication system.

7.1.1 Future Work

In this thesis, the LDACS PHY is redesigned to improve the vacant spectrum uti-

lization. A spectrum efficient, reconfigurable, and low complexity LDACS PHY

is developed and analyzed its performance in a real-radio environment and feasi-

bility on a system-on-chip (SoC) platform. The proposed LDACS PHY and its

architecture is suitable for single antenna air to ground communication systems.

Some directions to pursue further research in this area have been identified and

discussed below.

7.1.2 Orthogonal Time Frequency Space (OTFS) Based LDACS PHY

Current studies show that the A2G communication channel characterizes the

channel model with large-scale fading, small-scale fading, shadowing, multi-

path, and Doppler effect [94]. These properties are determined by the envi-
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ronment and relative speed of aircraft. Changes in the environment make the

channels time-variant. Recently, OTFS and windowed OTFS modulation is

proposed in [95, 96], as an alternative to OFDM in high mobility time-variant

scenarios. Several recent works on OTFS have emerged in the literature, deter-

mining the suitability of OTFS waveform for next-generation wireless systems.

It converts the time-invariant channels into the time-independent channels in

the delay-doppler domain. The OTFS modulator multiplexes each information

symbol over 2D orthogonal basis functions (IFFT along with Doppler and FFT

along with delay), spanning the entire time-frequency domain required to trans-

mit a frame contrary to OFDM, where the basis waveform is highly localized.

Therefore, OTFS performs well, specially in the high doppler spreads channel

situation. The concept of the OTFS is shown in Figure 7.2.

Multicarrier
Modulator

OTFS
Modulator Channel Multicarrier 

Demodulator
OTFS

Demodulator

Time Domain

Time-Frequency Domain

Delay-Doppler Domain

Figure 7.2: The concept of OTFS modulation and demodulation [96].

OTFS exhibits significantly lower block error rates compared to OFDM over

a wide range of Doppler shifts (for vehicle speeds ranging from 30 km/h to

500 km/h in 4 GHz band). The robustness to high-Doppler channels (500 km/h

vehicle speeds) is especially notable, as OFDM performance breaks down in

such high-Doppler scenarios [95]. This shows that the OTFS based LDACS
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PHY for next-generation A2GC can be explored in the future.

7.1.3 LDACS PHY A2A Mode

The A2A component of the FCI is currently in the initial stages of its develop-

ment [97, 98]. The LDACS works in A2A mode and the A2G mode. There are

some challenges to the design of the LDACS A2A mode. First, the scarcity of

free spectrum in the L-band significantly limits the use of the available spec-

trum. Second, the LDACS A2A mode must operate without any ground or

satellite support which imposes a great challenge for the design of the physical

and data link (medium-access control [97]). The LDACS A2A will also operate

in 960-1164 MHz aeronautical frequency band similar to A2G communication.

To communicate with the other aircraft, the LDACS A2A will require at least

one frequency channel. However, the 960-1164 MHz frequency band is already

occupied with the other legacy users such as DME, TACAN, JTIDS, etc., as

shown in Figure 1.3. These systems engage the frequency spectrum with a 1

MHz spectral gap. According to the studies, LDACS A2A will most likely

share the spectrum with DME and TACAN and have similar frequency plan-

ning as A2G communication [98]. The low complexity reconfigurable filter for

LDACS A2G proposed in this thesis can be modified according to the LDACS

PHY A2A mode. Similar in-depth performance analysis of the candidate wave-

forms for LDACS A2A can be performed in the future.
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7.1.4 MIMO Enhancement for LDACS PHY

An LRef-OFDM based LDACS PHY is proposed in this thesis for the broad-

band air to ground aeronautical communication system, which has some signifi-

cant advantages over the existing OFDM-based LDACS. To further increase the

transmission rate, reliability and system capacity of the A2G link, the adaptive

Multiple-Input and Multiple-Output (MIMO) system is a sore subject for the re-

searchers. A virtual MIMO A2G link is proposed in [99], in which the aircraft

can be assigned multiple frequency points and achieves diversity gain in trans-

mission. Different diversity and multiple antenna techniques for L-DACS1 and

FBMC A2G communication systems for MIMO are investigated in the [14]. A

multi-user MIMO scenario ( [100]) for air to ground communication is shown

in Figure 7.3.

Air Traffic Control

1

1 2

Aircraft 1

Aircraft 2

Aircraft K

1

Figure 7.3: A MIMO communication scenario for A2GC. ATC has nr antennas whereas each of K airplanes has nk
antennas [100].

The FBMC based LDACS has subcarrier filtering, which leads to very high

system complexity. Due to the low complexity of LRef-OFDM LDACS can
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be easily extended to a multi-user multi-antenna system, unlike FBMC based

LDACS. For this extension, we will explore several diversity and multiple an-

tenna techniques for LDACS and LRef A2GC systems to increase the trans-

mission rate and system capacity. The results can be simulated to show the

advantages of using multiple antenna techniques. The work will realize the per-

formance comparison of LDACS and LRef-OFDM based LDACS for MIMO

system with the single antenna system. For the simulation we are going to use

the air to ground channel models developed from NASA Glenn Research Center

AG channel measurements.

7.1.5 LDACS PHY Architecture Implementation on RFSoC Hardware

In this thesis, the LDACS PHY is deployed on the fixed-point hardware Xil-

inx Zynq SoC integrated with the AD9361 RF front end. The performance

analysis is done in the presence of various RF impairments and wireless chan-

nels/interference. The AD9361 is an analog front end that uses the IF approach

and generates RF impairments such as passband ripple, group delay variation,

matching, LO leakage issues etc.. The Xilinx zynq ultrascale+ RFSoC hardware

is a solution to address this issue. It allows the analog/RF signal processing to

be moved into the digital domain that enormously reduces or eliminates the RF

impairments increases the flexibility to support wider bandwidths and multiple

operating RF bands. In RFSoC, the analog processing block is replaced by an

integrated direct-RF system, as shown in Figure 7.4.

This reduces the associated cost and increases adaptability and programma-
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bility. For implementing the LDACS PHY on RFSoC, the architectures need to

be redesigned using the RFSoC blocks. Similar in-depth experimental analysis

can be done for different candidate waveforms for LDACS A2GC in future.

7.1.6 Learning Based L-band Spectrum Sensing

Two SNS-based approaches to identify the spectrum holes of the LDACS spec-

trum are discussed in this thesis. Future generation aeronautical systems are ex-

pected much advanced spectrum management, including the detection of spec-

trum holes, spectrum sharing, spectrum mobility, and decision to select the most

suitable transmission channel, etc.. The machine learning-based sensing algo-

rithm for spectrum management is a potential candidate for research these days.

All Programmable FPGA
or SoC

DDC

00

900 LNAADC

VGA

All Programmable RFSoC

DDC

00

900 RFADC

AAF

BPF

LO

LO

BPF

AAF BPF
LO

BPF

LNA

Replaced by Integrated
 Direct-RF subsystem

Figure 7.4: Comparison of RFSoC with other FPGA or SoC.
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The ability to depict the data patterns of machine learning algorithms is gaining

interest in spectrum sensing. Some machine learning-based works [101, 102]

are used for compressive wideband sensing. A machine learning-based fusion

center algorithm is proposed in [101]. The algorithm is based on training a

machine learning classifier over a data set consisting of frame energy test statis-

tics along with their corresponding decisions about the presence or absence of

the primary user (PU) transmission. Different learning techniques enable the

proper decision-making and channel switching, which increases the system’s

throughput and utilizes the resources effectively. Learning-based sensing tech-

niques use complex techniques in an easy way but require massive data set for

the training. The real-time performance is limited and highly depends on the

feature selection for making any decision. A low-dimensional probability vec-

tor is proposed as the feature vector for machine learning-based classification

in [102]. This probability feature vector provides a smaller training duration and

a shorter classification time for testing vectors. The spectrum sensing perfor-

mance highly depends on the primary user’s interference. In another direction,

a deep analysis on the interference in the aeronautical system can be performed

in the future to ensure flight safety.
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