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Abstract

Traditional censorship revolves around blocking access to some websites (or services) over the
Internet. However, recently there has been a rise in the events of an extreme form of censorship
viz.,deliberate Internet shutdown, leading to complete Internet disconnection, severely impacting
lives in such regions. Naturally, these shutdowns render all existing circumvention schemes
unusable.

Thus, we presentDolphin, a �rst of its kind system that can provide access to lightweight and
delay tolerant Internet applications (email, tweets, news snippets,etc.) during Internet shutdowns.
Dolphin uses the cellular voice channel to transmit data bits. A user in the shutdown region (who
wishes to access these applications) requires a peer in non-shutdown region to send and retrieve
content on its behalf. The data bits between the peers are sent by �rst encoding them into audio
and then transmitting them over a cellular voice call.

We overcome multiple challenges while designing and implementing Dolphin.E.g., the
cellular voice channel is inherently lossy and unreliable. But the Internet applications need
reliable transfers. Thus, in Dolphin we develop a TCP-style reliability layer to overcome the
losses that works atop any underlying encoding and modulation scheme. Further, to evade
eavesdroppers over the insecure voice channel, we provide end-to-end con�dentiality. Also,
Dolphin can function even without human intervention, by using cellular voice automation
services. We experimentally show that Dolphin works for Internet applications, by testing it for
sending email, tweets and accessing news snippets. All these applications take a few minutes to
be accessed (e.g.,a 500 character email was received in under 2 minutes).
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Chapter 1

Introduction

The original idea of Internet was to provide a platform to facilitate free �ow of information

across the globe. This unhindered access to information has promulgated the rampant growth in

all walks of life (including technology). On one hand the Internet is so vital to the modern world

that free speech over it is considered a fundamental human right by the UN [1]. But on the other

hand many censoring nation states attempt to disrupt the free �ow of information (as per their

convenience), opposing the original idea of Internet. As a result, in the past decade, there has

been an exponential rise in the events of Internet censorship globally [2–4]. This has lead to an

ongoing arms race between adversaries and free speech activists across the globe; adversaries

continue to evolve various censorship techniques [5–9], whereas civil liberty activists counter

them with wide range of novel circumvention systems [10–13].

Traditional censorship involves restricting access to a particular resource (such as a website)

on the Internet. However, in the recent past, an extreme form of Internet censorshipviz., Internet

shutdowns, has been on the rise. With such extreme measures, the adversary has gone a step

ahead in the arms race by completely disabling Internet connectivity in a particular region. These

shutdowns can range from a day to over a year in some cases (like in Myanmar and Chad [14]).

Due to the complete Internet disconnection, none of the available circumvention tools work.

Moreover, such a step has severe impact on the lives of people residing in shutdown regions.

They are even devoid of accessing essential services over Internete.g.,access to news, reporting
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Figure 1.1: Overview of Dolphin's architecture.

power failures and outages, sending and receiving important emailsetc.The recent COVID-19

pandemic further exacerbates the impact—a large population of the globe has moved to working

online, both for professional and personal tasks. Thus, the regions with such shutdowns have

been adversely impacted in these trying times.E.g.,due to Internet shutdown in Myanmar some

rural areas were not even aware of the pandemic for many months [15]. It is even alarming that

more and more countries are opting for Internet shutdowns.E.g.,the number of countries who

performed Internet shutdown increased from 25 in 2018 to 33 in 2019, with overall documented

shutdown events increasing from 75 in 2016, to 213 in 2019 [14]. Considering that such trends

are becoming common, it is plausible that more nation states opt for such measures [16,17]. Thus,

it becomes an imperative to explore solutions using which people living in Internet shutdown

regions could access basic Internet services like email, accessing news articles, tweetsetc.

There may be multiple alternatives to exchange information during Internet shutdowns. A

naïve solution may involve users in shutdown regions directly speaking to their friends and

acquaintances in non-shutdown region, over regular voice calls. However, it does not assure

con�dentiality and is prone to eavesdropping by the cellular provider. Same is also true for SMS

messages, besides being capped in several countries [18,19]. Further, approaches like setting

up separate ad-hoc networks [20,21], using low earth satellites [22] and satellite phones have

merit, but may encounter infrastructural and deployment challenges (e.g.requiring exceptional

authorizations).

Thus, we introduceDolphin, a novel system that can provide access to lightweight and delay-

tolerant Internet applications by simply using the existing cellular voice channel to transmit

encoded data bits. This idea rests on the observation that in Internet shutdown regions cellular

voice connectivity is maintained (possibly for performing important executive and adminis-

trative tasks, by the governments). There are multiple documented evidences to support this
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observation [23–26].

Novel use of cellular voice channel:The voice channel is by design not built for running

Internet applications. It is unreliable, lossy, insecure and highly bandwidth constrained. In the

past researchers have explored the feasibility of transmitting data over cellular calls [27–29], but

primarily through simulations and thus may not be representative of the challenges one might

face when employing those schemes in real world scenarios. To the best of our knowledge none

of the prior work attempted to practically use the cellular channel to access Internet applications

and counter the challenges.

Dolphin overview: Dolphin user requires running a Dolphin client utility on its host, while

also requiring a peer (e.g., a friend) in a non-shutdown region to run a server utility. Both the

peers also require mobile phones, paired to their respective hosts, through which the cellular

call will be placed. Dolphin client's utility initiates a cellular call to the peer, that the Dolphin

server program automatically receives. Once the user has some data to send (email, tweetetc.), it

provides it to the Dolphin client which encodes (and encrypts) the data bits to audio with the help

of an underlying modulation and framing technique. This audio is then played into the ongoing

call, which is transmitted over the cellular network and received by the Dolphin server. The

server program would then demodulate (and decrypt) the received audio and recovers the data

bits. Thereafter, the data is forwarded to the respective application (such as Twitter client) that

performs the necessary operation (such as posting the tweet). The overall high-level functioning

of Dolphin can be understood from Fig. 1.1.

Does Dolphin emulate dial-up modems?At a �rst glance, Dolphin seems similar to legacy

dial-up modems. Thus, one may believe that the same voice modems could also be used in

Dolphin. But such voice modems worked largely for landline connections, and the few that

supported cellular channels are now obsolete. With the exponential growth of cellular users,

service providers now use extreme compression and psycho-acoustic techniques that �lter audio

features that are not essential for humans to perceive. This renders the channel unsuitable for

transmitting data using legacy modems [30].

Major challenges for Dolphin: We now enlist the three major challenges in sending data bits
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using the cellular voice channel. First, the voice encoded data (that is to be transmitted over the

voice channel) should be similar to human vocal frequency. This is because, cellular networks

use variety of optimizations such as voice activity detection (VAD), automatic gain control (AGC)

etc., that attempt to suppress any audio signal that does not belong to human vocal frequency.

Thus, Dolphin encodes data to such frequencies before sending it over the cellular voice channel.

Second, real-time voice channel is unreliable by designi.e., the lost audio data will not

be recovered. Intermittent connectivity issues with the base station can further deteriorate the

condition. However, most of the Internet applications are built with reliability in consideration.

Thus, in order to run these applications, in Dolphin we present a new TCP style (framing,

sequence numbering, acknowledgementsetc.) reliability layer atop the voice channel, which

ensures end-to-end reliable and in order delivery of data. We discuss in Sec. 3.2, why especially

for Dolphin, standard TCP is not a good option with respect to performance.

Third, the voice channel lacks end-to-end con�dentiality. Thus, Dolphin also provides end-

to-end data encryption with additional security features that resists various other attacks (e.g.,

channel perturbation) explained in detail in Sec.6.

Dolphin's proof-of-concept implementation: We successfully demonstrate that using Dolphin

users can tweet, send an email, and access news excerpts. Even on a severely bandwidth restricted

cellular voice channel, Dolphin takes close to a minute to tweet (280 characters). Additionally,

depending on the size, email can also be delivered in a few minutes,e.g.,500 character email

takes less than 3 minutes, including the time to establish a secure channel.1

It must be noted, that Dolphin has a modular design, as it provides a data link and a transport

layer (on top of cellular calls) ensuring reliableend-to-endtransfer of data. Thus, it can be easily

extended to support other lightweight applications as well.

Furthermore, Users can transmit/download a large �le by leveraging multiple parallel calls.

Dolphin can securely transmit a 2000 character �le in 9 minutes just by using 2 parallel calls.

Also, in case of call disconnections, Dolphin allows its users to resume the previous transmis-
1This duration to send an email might seem very large. Thus one can argue that a user can simply call the trusted friend and

request him to send the email directly on his behalf. However, this dependence on the human peer could hamper the usability, as
the peer has to be available whenever the user wishes to access the Internet applications. Dolphin, being a completely automated
system addresses these concerns.
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sion/downloading session (section 3.3).

Additionally, we tested Dolphin during a real shutdown event [31] that occurred in Delhi,

India and con�rmed that there also Dolphin worked with similar performance. Moreover, by

design, Dolphin is easy to adopt and use—it requires access to a computer and a bluetooth

enabled smartphone, and relies on commonly available open source libraries. It is agnostic to

the underlying cellular technology (2G/3G/4G voice). Additionally, we also provide a way for

users to access Internet, even with a fully-automated peer, thatrequires no human supportafter

an initial setup. This is achieved using cellular voice automation services (such as Twilio [32])

that enables hosting the Dolphin server program on a cloud, while providing a local number that

users could call. (ref. Sec. 4.3 for more details).

To summarize, following are our major contributions:

• The design of Dolphin, a system that provides a way to combat the extreme form of censorship

due to Internet shutdowns by using the cellular voice channel. The design ensures security and

reliability on top of the insecure, unreliable and bandwidth constrained cellular voice channel.

• An extensive evaluation exploring the feasibility of transmitting data bits in the cellular voice

channel by varying data encoding rates, cellular operators, location of peersetc.

• A working implementation of Dolphin that can be used for emails, posting tweets, accessing

newsetc., all within a few minutes. Due to its modular design it can be extended to support

other lightweight applications as well. Moreover, Dolphin not only works with a human peer,

but can also operate without one (using cellular voice automation services).

• For usability purpose, Dolphin provides pause and resume feature. Further, using multiple

parallel calls, Dolphin can speed up the
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Chapter 2

Internet shutdown and outages

Internet shutdowns are deliberate acts of turning off the Internet connectivity in a particular

region (city, state or even a country) by the competent authorities at the behest of the governments.

Such shutdowns have been on the rise, with 213 documented cases reported in 2019 alone. These

shutdowns could last for less than a day to over a year in some cases (472 days in Chad) [14]

Various projects keep track of these shutdowns at country as well as global scale.E.g.,

accessnow project [14] categorically reports incidents of shutdowns occurring across the

globe, presenting detailed statistics of such events. Further, there are country speci�c projects

such as [33] which maintain a record of all the shutdowns that happen in India (country with

the highest number of shutdowns). Some projects even attempt to estimate the economic losses

in�icted due to Internet shutdownse.g.,internetsociety [34].

Other projects attempt to identify Internet outages in general.E.g., IODA [35] keeps

track of Internet outages by performing active measurements using various probes, as well

as using passive measurements by identifying anomalies in publicly available BGP paths and

characterizing them as possible cases of outages. There are some proprietary projects such as

ThousandEyes (managed by Cisco) [36] which also keep track of Internet outages across the

globe in real-time.

Overall, while there are various studies and platforms that report Internet shutdowns and

outages, but none provide solutions to circumvent them. Thus, we present Dolphin, a novel
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system which provides basic Internet connectivity to the users in shutdown and outage regions

by using cellular voice (utilizing just a mobile phone and a laptop/desktop).
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Chapter 3

Dolphin System Design

We now describe the overall design of Dolphin. We begin by describing the individual com-

ponents of Dolphin (depicted in Fig. 1.1) and their functioning, followed by a step-by-step

walk-through of Dolphin's operation. Dolphin has two major components: caller and callee.

Dolphin caller infrastructure consists of the following:

• Dolphin caller machine: This machine runs the Dolphin client utility. It accepts input from

the user (e.g.,text) that it wishes to send over the Internet (e.g. as an email or a tweet).

The client utility inputs the text to an audio encoder (explained in detail ahead in Sec. 4.2),

which encodes the text to audio format. This audio is streamed into the audio input of the

mobile handset (connected to this machine using Bluetooth).

• Dolphin caller mobile phone: This phone is paired to the client machine via Bluetooth in a

manner that it accepts audio input from the said machine (details in Sec. 4.1). The audio

received from the host is relayed to the Dolphin callee mobile over a standard voice call.

Dolphin callee infrastructure consists of:

• Dolphin callee mobile phone: This phone receives the call from the caller`s phone and

forwards the received audio to the server machine, via Bluetooth.

• Dolphin callee machine: Upon receiving the audio, from the callee mobile, it is forwarded

to the Dolphin server program which decodes the audio to the corresponding data bits

8



(text). These bits are processed by the server program which performs subsequent actions

(sending the text as email or tweet on the Internetetc.).

3.1 Dolphin communication protocol

We now describe the communication protocol of Dolphin. We assume that Dolphin's caller and

callee infrastructure is in place. Additionally, we assume that the caller knows the trusted callee's

phone number, its Dif�e Hellman (DH) public exponent (gy) and its public key (K pub) out of

band.

Figure 3.1: Dolphin's secure channel and data transmission phases. f() computes HMAC tag (green) and f_v()
veri�es it.

Once a cellular call is established, Dolphin then operates in two phases. First phase deals

with establishing a secure encrypted channel between the caller and the callee, required to evade

an eavesdropping adversary. Once the secure channel is established, the second phase then deals

with actual transmission of data (refer to overall design in Fig. 3.1). The details of these two

phases are as follows:

Secure channel establishment phase:

9



1. In this phase, the caller and callee establish a shared secret to encrypt the data bits, for

which they rely on a Dif�e-Hellman (DH) key exchange.

2. The caller's client utility �rst selects a DH private partx, and derives the shared secretgxy ,

using the already knowngy of the callee. Then the encryption/decryption key (K cr , K ce),

and the initializing vector (IV) are derived from the shared secret using a key derivation

function (KDF) by the caller. We use AES-128 in GCM mode (an AEAD cipher [37]) for

encryption/decryption. The derived IV is considered as an input nonce to AES-GCM.

3. Once the keys are derived, the caller prepares the bootstrapping information (the application

requested to access, current timestamp and plain-text magic string, and encrypts it with

its encryption key (K cr ). Additionally, the caller encrypts its DH public partgx with the

already known public key (K pub) of the callee (for callee authentication) and appends it

with the encrypted bootstrapping information. The caller's client utility then sends this

data to the callee.

4. The server utility, on successful reception of data, computesgxy , by extractinggx with the

help of its private key. It then derives the respective keys (K cr , K ce), decrypts the received

bootstrapping information (usingK cr ) and sends back an acknowledgement (containing

gx ) encrypted with its encryption keyK ce. Notably, successful retrieval of the plain-text

magic string provides a quick way to check the integrity and authenticity of the received

data.

5. The secure channel establishment phase completes on successful reception and decryption

of the acknowledgement by the caller.

In Sec. 6 we discuss our threat model in detail along with an analysis of possible attacks.

Data transmission phase:

1. Once the key is derived, the caller or the callee initiates data transmission based on the

bootstrapping information. Since we use AES-GCM, the encrypted data to be sent is

appended with a one time HMAC tag that ensures integrity and authenticity of the data
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bits. For ef�cient capacity utilization, the plaintext data bits are �rst compressed, before

being encrypted and encoded.

2. The resulting data is divided into data frames and is transmitted sequentially to the receiver.

3. These data frames are received and stored by the receiving end until all frames for the

current transmission are successfully received.

4. The above steps are repeated for subsequent data transfers as and when required in either

direction.

Notably, the peers derive a new key every time some fresh data is to be transferred. However,

for performance ef�ciency, they can derive a key that stays active for multiple data transfer

sessions (e.g.,a day or a week).

Figure 3.2: Some representative scenarios that are handled by Dolphin's reliability protocol: (a) represents the best
case where no data is corrupted/lost, (b) depicts the case where one (or more) chunks are corrupted/lost, (c) is the
case where a complete batch of chunks is corrupted/lost, and in (d) the acknowledgement(s) are corrupted/lost. All
other scenarios that exist are the variation of these base cases and are thus handled by our reliability protocol.

3.2 Dolphin reliability protocol

The above walkthrough raises several important questionsi.e.,how is the data �ow controlled,

how is the data integrity preserved and veri�edetc.Moreover, it is known that the voice channel

is lossy. Thus, a natural question is how to ensure reliable data transfer over the lossy cellular

voice channel?

One approach is to directly use the standard TCP protocol between the caller and callee to

ensure reliability. However, using standard TCP directly would lead to performance degradation.
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This is because, in practice, we are able to transmit data at low transfer rates of about 64 bps

over the voice channel, with tolerable errors (ref. Sec. 5.1). With such limited bandwidth, the

overheads of the headers itself severely impact the overall performance.E.g.,a TCP ACK packet

has a minimum header size of 40 bytes(i.e.) 320 bits, thus, even if there was no error, it would

take atleast 5 seconds just to transfer a single ACK packet. Moreover, sending standard MTU

sized packets will be detrimental from performance perspective as larger the amount of data

transmitted , the more the chances of encountering errors during transmission (due to lossy nature

of real-time voice), thus making it prone to many re-transmissions. Overall, it is not feasible to

use standard TCP for Dolphin as it can severely impact performance.

Thus, to achieve reliable and in-order delivery of data, we designed a new reliability protocol.

Our protocol is (in part) similar to TCP, but tailored speci�cally for Dolphin, considering the

underlying lossy and low capacity cellular voice channel. Our reliability protocol speci�cally

incorporates the re-transmission, sequencing and timeout mechanisms, for the in-order and

reliable transmission of data, while minimizing the overheads for such operations to a bare

minimum. Moreover, as described ahead (ref. Sec. 5.1), we select a �xed bit rate for transmitting

data and thus do not require congestion control mechanisms of TCP.

Our protocol involves dividing the data into small �xed sized chunks and transmitting each

of them with their respective checksums. Small sized chunks help in localizing the impact of

any data corruption or losses. Thus, the corruption of each chunk can be individually detected

and the callee can solicit the caller to re-transmit only the corrupted chunk, rather than the entire

large sized data. This scheme helps in reducing the number of possible re-transmissions while

transferring data.E.g.,one way to transmit 100 bytes data is to send it as a single chunk. An

alternate way is to divide this data into smaller chunk sizes of say 20 bytes each before sending

it. In the former, the corruption of a single bit would require the re-transmission of the entire

data (100 bytes), while in the latter, the callee may only solicit for a single 20 bytes chunk. This

potentially leads to a �ve fold decrease in the amount of data to be re-transmitted. Thus dividing

the data into smaller size chunks helps us in minimizing the amount of data to be re-transmitted.

Also, our scheme requires transferring only 1 bit for acknowledging each individual chunk (ref.

Sec. 3.2). In comparison to direct TCP, this is about 320 times reduction in the overhead.
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Moreover, we transmit the data at a bit rate of 64 bps, and the acknowledgements (or other

control messages) at a relatively slower rate of 16 bps. The control information is sent at a

low rate to minimize the chances of its corruption so that we do not have to re-transmit this

information again, as it does not contribute to overall data transmission. Moreover, since the

control information is only a few bytes, transmitting them at low rates does not hamper the

overall performance.

Figure 3.3: Dolphin's block diagram depicting its different functionalities (end-to-end).

Having discussed the major motivation and driving factors behind the reliability protocol, we

now describe the end-to-end functioning ofDolphin's reliability protocol .

1. In order to transfer data in either direction, �rst the data is divided into smaller chunks of

�xed size. Each chunk consists of data bits and the corresponding integrity check (CRC).

These chunks are also prepended with a sequence number for managing their order (ref.

Fig. 3.4).

2. Thereafter, the sender transmits a batch of chunks sequentially. The exact number of

chunks in a batch are �xed and known to both the parties beforehand (with the help of

bootstrapping information). Once the chunk batch is completely transmitted, the sender

waits for an acknowledgement.

3. The receiver listens for, and stores, the incoming data. Since total data to be transferred,

and the transmission rate are �xed, the receiver calculates and sets an appropriate timeout.

E.g., if a batch of �ve chunks (20 bytes each) are to be transferred at a rate of 64 bps (8

bytes/sec), then the total timeout should be 12.5 s (100� 8 s). Thus, the receiver sets a

13
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