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Abstract

Innate immune system response is the initial/first line of defense against invading pathogens. It is
non-specific and involves various cells like macrophages, neutrophils, natural killer cells, dendritic
cells. The response is quicker than adaptive immunity. Unlikely there is no antibodies generation
and memory after exposure with any type of infection. Innate immunity consist of physical and
chemical barriers such as epithelia and antimicrobial chemicals produced at epithelial surfaces.
The system is intricate and consists of blood proteins including member of the complement system
and other mediators of inflammation. Phagocytic cells like neutrophils and macrophages, dendritic
cells, natural killer cells and other lymphoid cells are essential part of the system. The recruitment
and activation of neutrophils at the site of infection to eliminate pathogens is a key aspect of the
innate response. The innate immune system also expresses a wide range of Pattern Recognition
Receptors (PRRs) which are specialised in the recognition of evolutionary conserved structures
known as Pathogen Associated Molecular patterns (PAMPs). Toll like Receptors (TLRs), C-lectin
Type Receptors (CLRs), Mannose Binding Receptors (MBRs) and Nucleotide-binding
Oligomerization Domain (NOD)-Like Receptor (NLRs) are some of the major PRRs. TLRs are
being the most extensively studied PRRs. PAMPs are distinguished by being invariant across
whole classes of pathogens, required for pathogen survival, and separate from "self." However,
PRRs perceive host factors as "danger" signals in some situations, such as when they are present
in atypical locations or abnormal molecular complexes as a result of infection, inflammation, or
other forms of cellular stress. These are known as Damage Associated Molecular patterns
(DAMPs). PRRs are specialised to recognise these DAMPs as well. PRRs present on the cell
surface or intracellularly, signal the presence of infection to the host and initiate proinflammatory
and antimicrobial responses by activating hundreds of new intracellular signalling pathways that
include adaptor molecules, kinases, and transcription factors in response to PAMP recognition.
PRR-induced signal transduction pathways eventually result in the activation of gene expression
and the synthesis of a diverse range of molecules, including cytokines, chemokines, cell adhesion
molecules, and immunoreceptors, which together facilitate the early host response to infection
while also serves as a vital link to the adaptive immune response.

Innate immunity is rapidly evolving, with novel cell types and molecular pathways being

discovered and paradigms changing continuously. Over the last decade, our understanding of the



processes by which pathogens are identified has improved significantly. This field has previously
been thoroughly investigated. Still, the appropriate annotation of data, as well as the development
of more efficient computing resources and diverse methodologies, remains a significant problem.
To handle this, we have created a comprehensive knowledge base on PRRs and their corresponding
ligands Pattern Recognition Receptor Database 2.0 (PRRDB2.0), which is an updated version of
PRRDB. The database consists of more than 2700 entries data from 2008-2018. It provides a
user-friendly all-device compatible webserver known as PRRDB2.0. This webserver includes
detailed information on numerous classes of PRRs as well as their respective ligands/agonists. The
database contains information such as the name, source, origin, role, sequence, length, and assay
utilised for both elements. Proper annotation and adequate computational resources can help to
understand and design the immune cells, the inflammasome, and DNA sensing. All of these are
crucial for the activation and orchestration of innate immunity, which might lead to new treatment
options for autoimmune, autoinflammatory, and infectious diseases. We developed “PRRpred”
and “DefPred” tools that will help in the annotation of the innate immune system molecules.
‘PRRpred’ is an in-silico prediction of PRRs. It can predict whether the given protein sequence is
PRR or not. It consists of two modules for prediction the first one based on composition of the
protein sequence and the other one is based on evolutionary information. The best performing
model is a hybrid model of both with Basic Local Alignment Search Tool (BLAST). User can
download the prediction result in csv format with the result whether the provided input is
PRR/Non-PRR. It is also accompanied by a user friendly, all device compatible web server.
Whereas “DefPred” is an in-silico tool for scanning, predicting, and designing defensins.
Defensins are host specific defense molecules, and are one of the class of Anti-microbial Peptides
(AMPs). In this study, we described a reliable method developed for predicting defensins with
high precision. We systematically collected defensins, AMPs and non-defensins from various
resources to create the largest possible datasets. Developing new defensins can be a very effective
alternative to drug resistance, and they are less toxic since they are host specific and produced in
the host body.

Each year, cancer alone claims the lives of millions of people all over the world. Despite
advancements in cancer treatments, patient survival rates are still below average. The study of the
innate immune system has led to the identification of key regulators and the development of

chemo-therapeutics that can target them and reverse the state of a cancer patient. We tried to find



out the relation between the gene expression of PRRs and the survival of patients with cancer.
Firstly, we identified the prognostic gene signature from the expression profile of PRRs genes in
case of endometrial cancer. Later on, we identified the most effective drugs from existing drugs
using prognostic gene signature and did repurposing of FDA approved drugs.

Our next goal was to design a universal biomarker corresponding to all types of cancer-based on
PRR gene expressions. We tried and developed a 12 gene biomarkers. Although, the biomarker
signatures’s efficiency is seen to differ among different cancer types, a substantial stratification is
achieved in all cases. Lastly to check our hypothesis when there is a change in biological insight,
is their any change in the performance of the prognostic biomarker across multiple cancer. For this
we have compared two major pathways apoptotic and PRR biomarker genes in case of THCA,
MESO and SKCM. We found both the pathways are highly interlinked and there is dependency
of their genes in case of cancer.

Altogether, the work discussed here in this thesis recommends some novel approach for the proper
annotation of innate system molecules. Also, these molecules related signaling genes were utilized
to create prognostic biomarker in various cancer. We anticipate that clinicians and researchers will

use the findings of our investigations to develop advanced cancer treatment approaches.
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Introduction




1.1 Immune System

The immune system is a complex network of cells and proteins protecting the body from
infection. It is an intricated network of organs, white blood cells, proteins (antibodies),
lymphoid organs, humoral factors, cells, cytokines, and other biomolecules. This system
works collectively to defend you from external invaders like bacteria, fungi, viruses, and
other parasites that cause infection, sickness, and disease. The immune system is critical to
our existence. Our body would be vulnerable if we did not have an immune system. Our
immune system is pledged to keep us healthy while moving through a sea of germs. The
immune system's overall job is to prevent or restrict infection. When your immune system
performs correctly, it can distinguish which cells belong to you and are foreign to your body.
It stimulates, mobilizes, fights, and eliminates foreign invader germs that might damage
you. The role of the immune system is best understood when it fails. Its misfunctioning
results in severe infections, immunodeficiency, autoimmune disorders, hyper allergy, and
tumors (Parkin and Cohen 2001). These specialized cells and immune system components
defend the body against disease. This protection is called immunity. It can also be described
as a perplexing biological system that recognizes and accepts what belongs to the self while
also acknowledging and rejecting what is foreign (non-self). A detailed representation of

the human immune system is demonstrated in Figure 1.1.



Figure 1.1 Representation of the organs playing significant role in human immune

system

1.2 Types of Immunity

There are mainly three types of immunity; innate, adaptive, and passive immunity. Innate
immunity is also known as inherent immunity, aka non-specific immune response. People
are born with natural immunity or innate immunity, which serves as a general defense. For
example, the skin works as a barrier to keep pathogens out of the body. Additionally, the
immune system knows when to act against foreign and potentially dangerous invaders. It
often refers to a physical, chemical, and biological barrier that provides the first line of
defense. Innate immune components like neutrophils, monocytes, cytokines, macrophages,
complement receptors, and acute-phase proteins provide an immediate defense to the host.
It is non-inclusive or generic and non-specific in action. Adaptive immunity takes over

when any pathogen surpasses the innate one. Adaptive immunity develops during the
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lifespan. When any person is exposed to the illness or is immunized against them using the
vaccine, he/she acquire the adaptive immunity. The immune system of higher animals is
distinguished by adaptive immunity. This response is made up of antigen-specific responses
mediated by T cells and B lymphocytes. Although the innate response is quick, it can be
harmful to the tissue as it is non-specific. At the same time, the adaptive one is precise and
nonharmful but is relatively slower. Because the adaptive response remembers, further
exposure results in a more powerful and quicker reaction, although this is not immediate.
Because our immune system remembers former enemies, this is also referred to as
immunological memory. Passive immunity is known to be the one that is borrowed from a
different source and is temporary only. Likewise, antibodies present in a mother's milk
provide a newborn baby interim protection against the illness to which the mother has been

exposed. A more detailed representation of categories of immunity is shown in Figure 1.2.

Immunity
Innate Immunity Adaptive Immunity Passive Immunity
* Non-specific * Specific * Specific
* Rapid response * Slow response * Slow response
* No memory * Memory of exposure : (?rﬁqezirrleede]lzzm
* No antibody * Antibody production ,
generation * Antibody transfer

Figurel.2 Types of immunity



1.3 Components of the Immune System

The immune system is composed of cells, tissue, organs, and numerous chemicals that
combat infections or illnesses. The fundamental elements of this system have white blood
cells, the lymphatic system, the antibodies, the spleen, the thymus, and the bone marrow.
These are the immune system components that actively combat infection. The entire
immune cells arise from a precursor in the bone marrow and the mature cells through
sequential modification from different body parts. The representation of components of both

the immunity is shown in Figure 1.3.

Skin: Usually, the skin provides initial protection against microbes. The immune cells can

be found in different layers of skin and these cells expel the antimicrobial substances.

Bone marrow: It involves the stem cells, which further grow into various cell types. The
common myeloid progenitor cells present in the bone marrow are the originator or precursor
of the innate cells like neutrophils, macrophages, monocytes, mast cells, dendritic cells,
basophils, and others that are important for the response. The adaptive cells like B and T
cells arise from common lymphoid progenitor cells. These cells help in the immunological
memory against the pathogens that acted in the past. Natural killer (NK) cells have the same
precursor and possess features of both the arms of the immunity. They provide instant

responses like innate defense and the memory cells preserve the immunological memory.

Bloodstream: The immune cells invigilate the bloodstream regularly for any abnormalities.
A blueprint of the immune system is taken when a blood test reports the white blood cells.

The rare or abundance of these cells in the bloodstream indicates a problem.

Thymus: The thymus, a tiny organ in the upper chest, is where T lymphocytes develop.

The lymphatic system is a network of veins and tissues made up of lymph, an extracellular
fluid, and lymphoid organs like lymph nodes. The lymphatic system serves as a route for
communication and transit between tissues and the circulation. Immune cells travel via the

lymphatic system and congregate in lymph nodes located throughout the body.



Lymph nodes serve as a communication gateway for immune cells to sample information
from the body. For example, if adaptive immune cells in the lymph node detect fragments
of a bacterium brought in from afar, they will activate, reproduce, and leave the lymph node
to circulate and treat the pathogen. As a result, physicians may examine patients for enlarged

lymph nodes, which may signal an active immune response.

Spleen: The spleen is a digestive organ found behind the stomach. Although it is not directly
related to the lymphatic system, it is essential for processing information from the
circulation. Immune cells are abundant in certain parts of the spleen, and when blood-borne

infections are recognized, they activate and respond appropriately.

Tissue of the mucosa: Pathogens like to enter through mucosal surfaces, and specific
immunological hubs are strategically situated in mucosal tissues such as the respiratory tract

and the gut.
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Figure 1.3 The diagrammatic representation of the components of innate and adaptive

immune system.



1.4 How Innate Immune System Works

The innate immune system is a host defense mechanism that has evolved over time, with
significant aspects shared by plants, invertebrates, and mammals (Buchmann 2014; Bryant
and Monie 2012). The word 'Innate' comes from the Latin word 'Innatus,’ which means
'inborn. It consists of cells and mechanisms that act as a nonspecific first line of defense
against invading pathogens. Innate immune responses rely on the body's ability to recognize
pathogens that have conserved features not found in the uninfected host. In animals, innate
immune defenses cover almost all tissues, especially barrier surfaces like the skin and
mucosal surfaces of the respiratory and gastrointestinal tracts. Non-hematopoietic cells, as
well as specialized myeloid and lymphoid sensor and effector cells, can start and exert
innate defense mechanisms and become activated in response to tissue injury, infection, or
genotoxic stress. (Galli, Borregaard, and Wynn 2011). Through germline-encoded
receptors, the innate immune system may "detect" such situations.

Pattern Recognition Receptors (PRRs) such as toll-like receptors (TLRs) are proteins
capable of recognizing molecules frequently found in pathogens (so-called Pathogen-
Associated Molecular Patterns—PAMPs), or molecules released by damaged cells (
Damage-Associated Molecular Patterns—DAMPs). They emerged phylogenetically prior
to the appearance of the adaptive immunity and, therefore, are considered part of the innate
immune system. Antimicrobial peptides (AMPs) (Hilchie, Wuerth, and Hancock 2013; Lees
et al. 2019), complement factors (Degn and Thiel 2013; de Cordoba et al. 2012), alarmins
(Chan et al. 2012; D. Yang et al. 2009), cytokines/chemokines (Paterson et al. 2021),
chitinases/chitinase-like proteins(Lee et al. 2008), acute-phase proteins, proteases, and other
less-categorised molecules are examples of innate immune responses mediated by cell-
dependent mechanisms (e.g. phagocytosis and cytotoxicity).

Different PRR families have been studied in the past, with transmembrane proteins like
Toll-like receptors (TLRs) and C-type lectins receptors (CLRs) being the most studied, as
well as cytoplasmic proteins like nucleotide-binding oligomerization domain (NOD)-like
receptors (NLRs) and retinoic acid-inducible gene-I-like receptors (RLRs). TLRs are type-
1 transmembrane proteins that detect PAMPs associated with invading pathogens both
outside and within the cell, as well as in intracellular endosomes and lysosomes (Tartey and
Takeuchi 2017; Kawai and Akira 2010; Hoving, Wilson, and Brown 2014b; Franchi et al.
2009; Loo and Gale 2011). CLRs are signaling transmembrane receptors that are important

7



in antifungal immunity. The fundamental role of all PRRs is to detect PAMPs or DAMPs,
which are important microbial components. The interaction of PRRs with PAMPs causes a
variety of effects, including immune cell maturation, migration, and activation, as well as
cytokine and chemokine production (Taghavi et al. 2017). The transcription of genes
controlling proteins implicated in the inflammatory response, such as type I interferons
(IFNs), proinflammatory cytokines, chemokines, antimicrobial proteins, and so on, is
upregulated by most PRRs.

The innate immune system efficiently distinguishes pathogen types based on PRR, and
hence recruits the most efficient adaptive immune response to eliminate infections and their
toxic molecules (Jain and Pasare 2017; Palm and Medzhitov 2009). The engagement of
PRRs in response to PAMPs causes the activation of various cell death mechanisms in order
to enhance tissue homeostasis and host-defense against pathogens. Importantly, DAMPs, or
cell death products, establish a feedback loop that stimulates PRRs, causing
inflammatory/immune response (Chaplin et al. 2018) as shown in Figure 1.4. This field has
been thoroughly researched in the past. However, the proper annotation and development

of more efficient computational resources and versatile methods continues to be a challenge.
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Figure 1.4 Mechanism and response of PRRs towards PAMPs and DAMPs and role in

cancer.

1.5 Innate Immune System in Cancer

Besides having inflammatory roles and being involved in diseases like theumatic disease
(Mullen, Chamberlain, and Sacre 2015), autoimmune disorders atherosclerosis, sepsis,
asthma (Lin, Verma, and Hodgkinson 2012), heart failure (Farrugia and Baron 2017),
kidney diseases (Komada and Muruve 2019), bacterial meningitis, Parkinson’s disease,
stroke, Alzheimer’s disease, viral encephalitis (V. Kumar 2019), immunodeficiency
disorders like ‘chronic granulomatous disease (CGD)’, and ‘X-linked agammaglobulinemia
(XLA)’(Mortaz et al. 2017). Innate immune system does play a very vital role in cancer
immunotherapy. The innate immune receptors like PRRs involved in cell death molecular
mechanism that includes apoptosis, necroptosis and pyro-ptosis (Morimoto et al. 2021).

PRRs, shows antitumoral activities in several cancers through activation in tumor cells. This
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activation could trigger both pro- or antitumoral effects depending on the context (Shirota,
Tross, and Klinman 2015) as shown in Figure 1.2. New therapies that promote anti-tumor
immunity have been recently developed. Most of these immunomodulatory approaches
have focused on enhancing T-cell responses, either by targeting inhibitory pathways with
immune checkpoint inhibitors, or by targeting activating pathways, as with chimeric antigen
receptor T cells or bispecific antibodies (Demaria et al. 2019). Many PRRs related genes
have previously been associated with cancer development or progression. As a result,
several drugs and biomarkers have been developed. However, the problem for identifying
novel biomarkers and the creation of new prognostic methods remains open. In addition to
the requirement of improved accuracy, novel methods are expected to overperform clinical
features or compliment them. Given the crucial role of innate immune responses in
immunity, harnessing these responses opens up new possibilities for long-lasting, multi

layered tumor control.

1.6 Proposal’s Origin

Several initiatives have been undertaken in the last decade to research adaptive immunity.
Tremendous exposure like annotation, creating in-silico tool, making usage of biological
insight to understand the mechanistic point has been explored well in this arm of immunity.
Whereas, adaptive immunity get activated through first line of defense innate immunity and
if any malignancy get resolved at first step there would not be any need to go further on
another step. But, there is not as much work has been done in innate immunity. Although it
has important role in fighting against infection and providing host defense, also it plays a
vital role as pro and anti-tumoral molecules. The innate immune molecules requires a proper
annotation so thus researcher use them for translational benefits in research and therapies.
Several essential regulators have been identified, as well as their involvement in this
complex system. In summary, it has been shown that some components and portions of the
innate immune system are weakened in cancer cells, causing these injured cells to refuse to
die and disseminate the harm to future generations. Because of our current understanding
of the pathways, drugs that target these critical components and restore the survival/death
balance have been developed. Furthermore, changes in the concentrations or status of innate
immune molecule regulators are utilized to predict cancer prognosis and risk. The

development of novel prognostic biomarkers/methods for cancer risk assessment, on the
10



other hand, remains a challenge. Likewise, given the importance of numerous clinical
aspects in cancer genesis and progression, these prospective techniques should incorporate
important elements in order to supplement or replace existing risk prediction systems. The
innovative prognostic approaches can be used to provide more precise risk prediction and,

as a result, more effective therapy planning.

1.7 Objective of the Thesis

To overcome these short-comings we have put effort to explore innate immune system in
depth. Our present work mainly focuses on the innate immune system as the adaptive
immune system is highly explored. The study is primarily divided into two broad categories
(1) in-silico annotation of innate immune system (ii) identification of cancer biomarker and
peptide therapeutics. For this, we have employed in-silico annotation first using the innate
immune receptors (PRRs) and created a user-friendly webserver ‘PRRpred’, which can be
used to predict whether a given protein is PRR or not. We have also created ‘DefPred’ for
the classification of defensins and non-defensins. Besides this, we found the role of these
receptors in cancer biomarker discovery in case of Endometrial cancer and related immune
therapies. We have also created a universal prognostic biomarker for pan-cancer dataset.
To check the interconnection and dependency of pathways in case of prognosis and their
performance we have made the comparison between prognostic biomarker’s performance
and their biological insights using apoptotic pathway and PRR signaling pathway genes.

Figure 1.5 outlines our overall work done in brief.

Innate immune

system
: |
- Cancer
In-silico ;
. prognostic
annotation .
biomarker
—
I T T
For Universal Apobtotic vs
PRRDB2.0 PRRpred Defpred Endometrial prognostic Pop
PRR pathways
cancer models

Figure 1.5 Outline of thesis
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1.8 Organization of the Chapters

This thesis is divided into nine chapters, each of which contains the following information:
Chapter 1- In this part, the immune system is introduced and the underlying biological concept
of the innate system. This is accompanied by a brief discussion of the various immune systems
and innate system cells. Finally, the importance of innate immune cells, particularly PRR
signaling genes, in cancer development and therapy is explored. The conclusion of this chapter
emphasizes the importance of studying and annotating the innate immune system and its
biomolecules, as well as the defense mechanism and use of PRR signaling genes for the
identification of various new prognostic biomarkers and the construction of effective risk

prediction models in the case of various cancers.

Chapter 2- This chapter provides a review of the literature on the innate immune system, its
annotation work to date, and the use of immunotherapy for cancer. It also emphasizes the
significance of various PRR-based combination treatments with conventional therapy in

various cancers. In a nutshell, this chapter explains why the study was conducted.

Chapter 3- This chapter focuses on the thesis's first goal, which is the creation of a
computational resource on Pattern Recognition Receptors (PRR). It is a ten-year update known
as PRRDB2.0. The chapter goes into great detail about PRRs and their ligands/agonists. Details
such as the name, source, function, and sequences of receptors and their agonists. It also
contains derived information such as a Swiss-prot id, sequences in FASTA format, and a pub-
chem assay. PRRDB2.0 contains information on more than 2700 PRRs and their ligands and
is the largest informative collection known to date. The chapter also discusses the utility of the
developed resource for improving and designing adjuvants that can aid in vaccination

efficiency.

Chapter 4- This chapter is about the annotation of PRRs. We created an in-silico tool for the
prediction of PRRs from a given protein sequence. It has also user friendly webserver utility
named ‘PRRpred’ where a user can provide the input in FASTA format and it will predict
whether the given protein is PRR or not. It has two prediction module the one sequence

composition based and the other one is based on evolutionary information.
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Chapter 5- This is a follow-up to a previous work on the annotation of innate immune system
molecules. This research is primarily concerned with the prediction, design, and scanning of
Defensins, which are host defence innate immune molecules. It also offers a user-friendly, all-
devices compatible webserver called 'DefPred.' It features two in-silico models for determining
if a protein sequence is defensin or not. Model-I can distinguish between any class of AMPs
(Anti-Microbial Peptides) and defensins. The user can provide any AMPs sequence, and this
model -I will predict whether or not the given input sequence is defensin. Model-11

differentiates between defensin and any random protein sequence.

Chapter 6- - As it has been demonstrated that the PRR signalling pathway genes malfunction
can occur at any of the multiple regulatory stages in various cancers, the genomic data
corresponding to the entire PRR signalling pathway is used in this chapter. The prognostic
significance of each of these genes in the context of endometrial cancer is furthermore
investigated. Through their published functions in endometrial cancer, key genes are
discovered and validated. Clinical features were also examined and taken into consideration
and finally a hybrid prognostic biomarker has been made using 9 genes and clinical staging in
case of endometrial cancer. Therapeutic possibilities have been proposed based on important
biomarker genes and the downstream pathways they affect. In this situation, drug repurposing

was also done, and a few FDA-approved drugs were also proposed in this chapter.

Chapter 7- The fundamental purpose of this chapter is to apply the concept of Chapter 6 to
various tumors and utilize the data to build universal prognostic models. A universal prognostic
biomarker applicable to a broad spectrum of cancers might have far-reaching consequences in

the future.

Chapter 8- This chapter follows the previous study and demonstrates the interconnection and
dependency of two key cancer pathways. According to the findings of Chapter 7, we examined
apoptotic pathway and PRR signaling pathway biomarker genes in three cancer cases: THCA,
MESO, and SKCM. A hypothesis was used to determine if changing the biological route may
affect the performance of prognostic biomarkers in cancer, as well as whether these pathways

are interconnected or act independently.
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Chapter 9- In this chapter the thesis work finishes by providing a quick overview of the study
and its contribution to the area of innate immune system research and its role and usage in

therapy in cancer research.
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2.1 Overview of Innate Immune System

Organisms that are inhaled, ingested, or inhabit our skin and mucous membranes are constantly
present. The pathogenicity of the organism (the virulence factors at its disposal) and the
integrity of host defence mechanisms determine whether these organisms penetrate and cause
illness. The immune system is a network of lymphoid organs, cells, humoral factors, and
cytokines that interact with one another. The immune system's critical role in host defence is
best seen when it fails; underactivity results in severe infections and tumours of
immunodeficiency, overactivity in allergy and autoimmune illness (B. P. Kaur and Secord
2019). The detection systems (receptors and structures found on pathogens), the cells involved,
and the nature of the processes differentiate innate (natural) immunity from acquired immunity.
During an infection, innate immune responses emerge before acquired immune responses.
Natural immunity includes cytokine, chemokine, and interleukin production; innate, cytokine-
dependent nonspecific immunity of leukocytes; HLA-independent pathogen-killing cells; and
phagocytosis (Sochocka and Blach-Olszewska 2005). While innate immunity is important for
host defence against viral threats, it is also emerging as a key regulator of human inflammatory
illness. Indeed, innate immune responses have been linked to the development of asthma and
atopy, as well as a wide range of autoimmune diseases such as Type 1 diabetes, inflammatory
bowel disease, and systemic lupus erythematosus. The new molecular explanation of how the
innate immune system detects infection in order to activate protective immune responses has
sparked a revival in the area of innate immunity. Innate immunity has abandoned its previous,
derogatory label of mnon-specific immunity," and is now a proud companion with the adaptive
immune system in defending human hosts against pathogenic infections (Turvey and Broide

2010).

2.2 Innate Immune Molecules

Unlike the adaptive immune system, which is dependent on T and B lymphocytes, innate
immune protection is accomplished by cells of both hematopoietic and non-hematopoietic
origin. Macrophages, dendritic cells, mast cells, neutrophils, eosinophils, natural killer (NK)
cells, and natural killer T cells are hematopoietic cells that participate in innate immune
responses. In addition to hematopoietic cells, the skin and epithelial cells lining the respiratory,

gastrointestinal, and genitourinary tracts have innate immune reactivity. Innate immune system

16



comprises and relies on Pattern Recognition Receptors (PRRs) proteins that recognise
components that are often linked with infections (also known as Pathogen-Associated
Molecular Patterns—PAMPs) (Chaplin et al. 2018). As shown in Figure 2.1 PRRs are
specialised protein receptors aka innate immune receptors and can recognised PAMPs as well
as Danger Associated Molecular Patterns (DAMPs). Different PRR families have been studied
in the past, with transmembrane proteins like Toll-like receptors (TLRs) and C-type lectins
receptors (CLRs) being the most studied, as well as cytoplasmic proteins like nucleotide-
binding oligomerization domain (NOD)-like receptors (NLRs) and retinoic acid-inducible
gene-I-like receptors (RLRs). TLRs are type-1 transmembrane proteins that detect PAMPs
associated with invading pathogens both outside and within the cell, as well as in intracellular
endosomes and lysosomes (Tartey and Takeuchi 2017; Kawai and Akira 2010; Hoving,
Wilson, and Brown 2014b; Franchi et al. 2009; Loo and Gale 2011). CLRs are signaling
transmembrane receptors that are important in antifungal immunity. The fundamental role of
all PRRs is to detect PAMPs or DAMPs, which are important microbial components. The
interaction of PRRs with PAMPs causes a variety of effects, including immune cell maturation,
migration, and activation, as well as cytokine and chemokine production (Taghavi et al. 2017).
The transcription of genes controlling proteins implicated in the inflammatory response, such
as type I interferons (IFNs), proinflammatory cytokines, chemokines, antimicrobial proteins,
and so on, is upregulated by most PRRs. PRRs are categorised into mainly three subtypes on
the basis of their presence and activity (i) Intracellular PRRs (ii) Soluble PRRs (iii) Cell surface
PRRs. As name suggest intracellular are those PRRs that resides and found inside the cells
like TLR3, TLR7, TLR8 and TLR9Y. Soluble PRRs are soluble in nature like Mannose Binding
Lectin (MBL) and Ficolin. The PRRs which present on the cell surface are known as cell

surface PRRs and they include TLR2, TLR4 and TLRS.
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Figure 2.1 Representation of overview of PRRs
2.3 Role of PRR and its Ligand

Whenever there is an entry of antigen into the body, the immune system attempts to eliminate
it. The adaptive immune system takes its time and develops long-term immunological
responses, whereas the innate immune system is the body's first line of defense (Chaplin et al.
2018). Innate immune cells do have Pattern recognition receptors (PRRs) that assists in the
detection of pathogens. They recognize pathogen associated molecular patterns (PAMPs)
which are molecular patterns present in microbes (Haghparast, Zakeri, and Ramezani 2016).
Microbes cause cytosolic buildup of inactive IL-1 precursor and caspase-1 activation during
infection, the latter of which catalyzes the cleavage of the IL-1 precursor pro-IL-1 (Martinon,
Burns, and Tschopp 2002; Mariathasan et al. 2006). Martinon et al. found a protein complex
called the inflammasome that is responsible for this catalytic activity (231). The adaptor ASC
(apoptosis-associated speck-like protein containing a CARD), pro-caspase-1, and a member of
the NLR family, such as Ipaf (Ice protease-activating factor), NALP (NAcht LRR protein) 1,
or NALP3/Cryopyrin, make up this inflammasome (Mariathasan et al. 2006; Martinon, Burns,
and Tschopp 2002). There are various families of PRRs majority including TLRs, RLRs, NLRs
and CLRs. Antigen presenting cells (APCs) recognizes PAMPs with the help of PRRs. After
recognition antigens/ foreign particles are processed in APC and then get loaded onto major
histocompatibility complex (MHC) molecules as shown in Figure 2.2. Adjuvants, in general,

activate PRRs in immune cells to boost the innate immune system. The majority of immune
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stimulatory adjuvants serve as PRR ligands, enhancing an activation pathway and inducing
cytokine release (Coffman, Sher, and Seder 2010). Components of injured or dying host cells
also contribute to adjuvant activity as a result of inflammasomes (Coffman, Sher, and Seder
2010). Aptamers are oligonucleotide molecules that have been chosen from a huge library to
bind to a specific target. Aptamers can be employed in a range of medicinal, diagnostic, and
target-binding applications as alternative to antibodies. It has been seen when delivered with
vaccine, the CD28 aptamer dimer had a costimulatory effect, evoking a stronger cellular
response. Affimer molecules are tiny proteins that bind to their targets with nanomolar affinity.
These non-antibody binding proteins have been created to imitate the molecular recognition
features of monoclonal antibodies in a variety of applications, including diagnostic tools and
biotherapeutics. Nanomaterials have been shown to work as adjuvants by improving antigen
transport to the immune system or potentiating innate and adaptive immune responses. Vaccine
Adjuvants with Aluminium For almost eighty years, aluminium-based vaccine adjuvants have
been used safely in human vaccination against illnesses such as DTaP (Diphtheria, Tetanus,
acellular Pertussis), Human Papillomavirus, Pneumococcal, Hepatitis A, and Hepatitis B

(Baylor, Egan, and Richman 2002)

TLR ligands are powerful immunomodulators that can affect a variety of immune responses.
Once TLR recognises its ligands it stimulates the cells downstream and different patterns of
gene expression are induced. The difference in TLR signalling is due to adopter molecules like
MyD88 (myeloid differentiation primary response gene 88) and TRIF (toll/interleukin-1
receptor domain containing adaptor protein inducing interferon-b). MyD88 helps in the
production of inflammatory cytokines by stimulating nuclear factor-kB (NF-kB), whereas
TRIF assists in the production of type-I interferons (IFN) (Akira 2011). Adjuvants with
structures similar to the different ligands of PRRs can activate innate immunity by stimulating
their respective receptors. Cytokines released by innate immune system, can trigger adaptive
immunological responses by boosting T cell responses, activating humoral immunity, or a
combination of the two. Cell-mediated immunity is involved in the Thl response, whereas
humoral responses are used to eliminate external antigens by Th2 cells. The development of
new adjuvants capable of eliciting protective CD8+ T cell responses is fraught with difficulties.
Combination of a promising adjuvant with an antigen is required to promote functional CD8+

T cell development (Coffman, Sher, and Seder 2010).

19



Antigen and adjuvant

TLR with its ligand
J

e,
..
' .
.
..
.

v ‘A
ey \\
il l
i '
i ®e
1 - h U ]C) IL-4, IL-5,
; IFNY, TNFa 9, j113

4
IL-4,IL-12

.- ’
.- 0
P Q
+
Q
0
Q
0

CTL

Macrophages  Natyral killer cell B-cell

Figure 2.2 Representation of the mechanism of PRRs

2.3 Available Databases for Vaccine Adjuvants

Various databases have been created throughout the world to assist the scientific community
during the last few decades. These databases provide a variety of information about the human
immune system as well as biological molecules that can trigger immunological responses and
also act as adjuvants (Table 3). PRRDB (Lata and Raghava 2008a) which was first developed
in 2008, has detailed about the experimentally verified pattern recognition receptors and their
agonist/ligands. It got updated recently as PRRDB2.0 (D. Kaur et al. 2019) possess about 5
times more information than the previous one. The information is very beneficial in designing
vaccine adjuvants. Vaxjo (Sayers et al. 2012) is a web based vaccine adjuvant database
developed in 2012. It is an analytic system for storing, curating, and analyzing vaccine

adjuvants and their applications in vaccine development. Vaxjo currently has 103 vaccine
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adjuvants in its database. 98 of these adjuvants have been utilized in 384 VIOLIN vaccines
against 81 infections, malignancies, and allergies.

The most extensive web-based vaccination database and analysis system is the Vaccine
Investigation and Online Information Network (VIOLIN) (Xiang et al. 2008). The vaccination
information has been yielded in this database from approx. 1,600 peer-reviewed articles.
VIOLIN has over 3,000 vaccinations or vaccine candidates for over 190 diseases. Over 3,000
vaccinations or vaccine candidates for over 190 diseases are presently available in VIOLIN.
Manual curation of approximately 1,600 peer-reviewed articles yielded the vaccination
information in the database. VIOLIN, unlike most other vaccine databases, concentrates on
vaccination research data. Unlike most other vaccine databases, it concentrates on vaccination
research data. AntigenDB (Ansari, Flower, and Raghava 2010) is a database that contains
exhaustive information about experimentally verified antigens, including structural and
functional annotation. PolysacDB (Aithal et al. 2012) is a maintained database of antigenic
polysaccharides. It has extensive information regarding antigenic polysaccharides of microbial
origin from literature and digital sites. It has around 1,554 total entries in which there
is information on 149 different antigenic polysaccharides from 347 various bacteria. Each
item regarding antigenic polysaccharide has details like its origin, role, respective antibodies,
utilities, conjugation method, potential epitopes implicated. These database can be beneficial

in the development of vaccines based on proteins or antigens.

Table 2.1. List of databases or repositories developed for maintaining adjuvants resources

Name Description Weblink Year Working
Status
PRRDB pattern recognition receptor  https://webs.iiitd.edu.in/raghava/prrdb/ 2008  Yes
database
PRRDB 2.0 updated pattern recognition | https://webs.iiitd.edu.in/raghava/prrdb2/ 2020 @ Yes

receptor database

Vaxjo vaccine adjuvant database http://www.violinet.org/vaxjo/ 2012  Yes

and its application for
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analysis of vaccine
adjuvants and their uses in
vaccine development

VIOLIN a comprehensive vaccine http://www.violinet.org 2014  Yes

database and analysis system

Antigen db a database of pathogenic https://webs.iiitd.edu.in/raghava/antigendb/index. 2010  Yes
antigens html
Innate db comprehensive information | http://www.innatedb.com 2013 | Yes

on innate immunity

Polysac DB Repository of microbial https://webs.iiitd.edu.in/raghava/polysacdb/ 2012 Yes

polysaccharide antigens and

their antibodies

2.4 Tools for Designing Vaccine Adjuvants

Efforts have been made in the last decade to create data-driven techniques for
predicting biomolecules that has immunomodulatory response and can act as adjuvants. Few
of them are listed in Table 2.2. The foreign RNA sequence of a disease is detected by our
innate immunity system, which then activates the immune system to clear the body of the
infection. RNA-based immunotherapy and vaccination adjuvants can take use of RNA's
immunomodulatory properties. The immunomodulatory impact of an RNA sequence is
undesirable in siRNA-based treatment because it may cause immunotoxicity. ‘imRNA’
(Chaudhary, Nagpal, et al. 2016) is a method that provides the facility to create RNA-based
medicines, vaccine adjuvants by constructing a single-stranded RNA (ssRNA) sequence with
desirable immunomodulatory properties. The ‘VaxinPAD’, (Nagpal et al. 2018) predicts
immunomodulatory peptides, paves the way for the development of rational peptide-based
vaccination adjuvant design. The research is the first attempt to create models for predicting
immunomodulatory peptides for vaccine adjuvant development. ‘VaccineDA’ (Nagpal et al.
2015) is the first of its kind to attempt to create an in silico platform for designing
oligodeoxynucleotide (ODN) based vaccination adjuvants. The majority of these ODNs
contain CpG sequences that can activate the innate immune system. The current work is the
first of its kind to attempt to create an in silico platform for designing ODN-based vaccination

adjuvants. VaccineDA offers a number of in silico modules that give users with the tools they
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need to create ODN-based vaccine adjuvants. Various cytokines also act as immunomodulators

and play a very significant role in innate immunity. Tools like IL6pred, IL2pred, IL4pred and
IL10pred (Dhall et al. 2021; Anjali Lathwal et al. 2021; Dhanda et al. 2013; Nagpal et al. 2017)

have been provided in the past for the prediction and designing of their respective interleukin

inducing peptides. IFN epitope (Dhanda, Vir, and Raghava 2013) is a web tool for the

prediction of IFN-y inducing peptides. It also provides facility of virtual screening of peptide

libraries and the identification of IFN-y inducing regions in antigen.

Table 2.2. In-silico tools for prediction of adjuvants for vaccine.

Prediction | Biomolecule
server

imRNA SiRNA,
RNA

VaxinPad | Peptide

VaccinDA | Nucleic
Acid

IL6pred Cytokine

IL10pred | Cytokine

IL2pred Cytokine

IL4pred Cytokine

IFN
epitope Cytokine

2.5 PRRs in Cancer

Description

Prediction of
Immunomodulatory
potential of an RNA
Prediction of antigen
presenting cell
modulators
oligodeoxynucleotide-
based vaccination
adjuvants: prediction,
design, and genome-
wide screening
Prediction and design
of IL-6 inducing
peptides

Immunosuppressive
peptides ‘s prediction
and designing based
on IL-10 inducing
potential

Prediction of
Interleukin 2 Inducing
Peptides

Designing and
discovering of
interleukin -4
inducing peptides
Predicting and
designing interferon
gamma inducing
epitopes

Weblink

https://pubmed.ncbi.nlm.nih.gov/26861761/

https://webs.iiitd.edu.in/raghava/vaxinpad/

https://webs.iiitd.edu.in/raghava/vaccineda/

https://webs.iiitd.edu.in/raghava/il6pred/

https://webs.iiitd.edu.in/raghava/il 1 0pred/

https://webs.iiitd.edu.in/raghava/il2pred/

https://webs.iiitd.edu.in/raghava/il4pred/

https://webs.iiitd.edu.in/raghava/ifnepitope/

Year

2016

2018

2015

2021

2017

NA

2013

2013

Working
Status

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Several PRR molecules have been found in/on cancer cells from many organs, including the

lung, head and neck, colon, breast, stomach, ovary, and others (Damasdi et al. 2017; Fukata et
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al. 2007; Gowing et al. 2017; Ikehata et al. 2018; N. Jiang et al. 2017; Park, Chung, and Kim
2017; Royse et al. 2017; Yue et al. 2017). The interactions between tumour cells and TLRs are
intricate. They include not only the detection of PAMPs of microbial origin, but also
interactions with tumor-infiltrating cells (TIC) such as NK cells, dendritic cells (DCs), CD8+
T cells, innate lymphoid cells, and others (Matsumoto et al. 2017). TLRs expressed on TIC are
activated by DAMPs (tumour debris), resulting in antigen presentation to CD8+ T cells and an
anti-tumor impact. In general, however, TLR expression appears to be tumor-promoting in the
majority of cancers. TLR2, TLR4, and TLR9 are expressed in pancreatic cancer cells, although
their prevalence of risk factors differ. TLR4 activation enhances angiogenesis (Sun et al. 2016),
but TLRY cytoplasmic expression has been linked to improved patient survival (Leppanen et
al. 2017). TLR signalling increases autoregulatory tumour cell proliferation and anti-apoptotic
Bcl-xL expression (Grimmig et al. 2016; Won et al. 2017). TLR4 expression has been widely
acknowledged in the development of hepatocellular carcinoma by multiple pathways,
including an increase in Treg cells, liver resident follicular helper-like T cells, and enhanced
synthesis of pro-inflammatory and malignancy-related chemicals (I. J. Song et al. 2018). Apart
from TLR4, additional TLRs such as TLR2, TLR3, and TLR9 have already been identified in
cancer and hepatic cirrhosis (Yin et al. 2016). TLR4 expression was designated as a probable
carcinogenic agent in hepatocellular carcinoma due to its ability to enhance the amount of many
pro-inflammatory and malignancy-related molecules such as NANOG, Caspase-1, and others
(Sepehri et al. 2017). TLRS and TLR7 expression was associated with tumour recurrence in
HPV-positive oropharyngeal carcinoma. TLRS and TLR7 expression were both associated

with poor disease-specific survival (Jouhi et al. 2017).

Table 2.3 Effect of various TLRs on different cancer.

Types of TLR Types of Cancer Effect of TLR on Tumor
TLR2 Oral Squamous Cell Carcinoma Progression
TLR4 Head and Neck Progression
TLRS, TLR7 Squamous Cell Carcinoma Recurrence
TLR2, TLR4, TLRY9 Pancreatic Progression
TLRI1/TLR2, TLR6 Chondrosarcoma Suppression
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Endosomal TLR7 and TLRS8 agonists that recognise ssSRNA are the most well-known TLR
agonists. Imidazoquinoline, subsequently known as imiquimod, a TLR7 agonist, was shown to
have antiviral action, first in animal models and then in people (Y. C. Chang et al. 2005;
Mauldin et al. 2016). 852A, another TLR7 agonist, was discovered to induce plasmacytoid
DCs to create IFN type I and to activate both CD8+ T cells and NK cells, resulting in an anti-
tumor response (Inglefield et al. 2008; Weigel et al. 2012) TLRY agonists detect unmetylated
CpG dinucleotides (CpG ODN). The latter, when artificially created, induces a variety of
desired immunological responses, including improved innate immunity and adaptive Thl
response (Krieg 2007). Polyinosinic—polycytydylic acid (poly:C), a double-stranded RNA that
can function as a TLR3 ligand, has been found to decrease the development of radioresistant

Lewis lung cancer in mice when used in conjunction with radiation (Yoshida et al. 2018).

Table 2.4 Types of TLR and its ligand in cancer immunotherapy

Type of TLR Type of Cancer Ligand/Agonist used
TLR7 Hematologic tumors 852A
TLRO9 Myeloma C792
TLR3 Advanced solid tumors Poly(I:C)
TLRO9 Myeloma C792
TLR7/TLRS Basal cell, other skin cancers Imiquimod
TLR7 Melanoma 852A

2.6 PRRs as Targeted Therapy in Cancer

Early research on PRR-related drugs mostly focused on monotherapy with TLR-related
treatments, however most monotherapies failed to provide positive outcomes (Y. H. Kim et al.
2010). Furthermore, patients had a higher prevalence of mild to severe systemic influenza-like
symptoms. The realisation that cell death generated by cell suppressive treatment may be the
consequence of immunogenic death has prompted researchers to focus their efforts on DAMP
synthesis in tumour cells using radiation and chemotherapy as a means of activating the
immune system. PRR agonists have the potential to be employed as vaccine adjuvants as well

as to enhance systemic therapies such as chemotherapy, targeted therapy, and immunotherapy
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(Table 2.5). Indeed, some have demonstrated effectiveness against immunotherapy resistance
(Shekarian et al. 2017). Due to the fact that tumour development leads PRR agonists to have a
negative regulatory impact on cancer immunity, PRR agonists paired with immune checkpoint
inhibitors may be more appealing therapy choices. Furthermore, when used in combination
with immune checkpoint inhibitors, PRRs can remodel the immune milieu and change a "cold"

tumour into a "hot" one, improving therapeutic effectiveness even further.

Table 2.5 Different type of combinatorial therapies in case of various cancer.

Therapy Cancer Type Targeted PRR Ligand/Agonist

PRR+ chemotherapy Squamous cell TLR2 CADI-05
NSCLC

PRR+ chemotherapy melanoma, NSCLC TLRO9 CpG 7909

PRR+ chemotherapy breast cancer TLR7/8 imiquimod
cutaneous metastases

PRR+ radiotherapy B-cell and T-cell TLRO9 CpG 7909
lymphomas

PRR+ radiotherapy Hepatocellular TLR3 poly-ICLC
Carcinoma

PRR+ radiotherapy—+ Glioblastoma TLR3 poly-ICLC

chemotherapy

2.7 Conclusion

Pattern recognition receptors have long been thought to be a minor biological phenomena. It
began to change as their role in the infection became obvious, as did the relationship between
innate and acquired immunity. Multiple past studies have revealed the detailed mechanism of
PRRs that are requisite part of innate immune system. Yet specific proper annotation is lacking
for the ligands/ agonist corresponding to PRRs. [In-silico web resources and updated
knowledgebase for PRRs for better understanding and designing vaccine adjuvants is required.
Also, due to its dual role in cancer PRR can be use as targeted therapy but, utilization of these
PRR and their agonist in prognosis of cancers is not explored yet. Furthermore, computational
tools and databases that provide updated information and insight of PRR mechanism and use

as biomarkers in cancer are not available.
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3.1 Introduction

Innate immunity which is also known as first line of defense is found in almost all kind of
plants and animals. It is originated from the latin word ‘Innatus’ which mean ‘Inborn’. It is non
specific in nature ad comprises of cells and mechanism for providing defense. Pathogen
recognition being the initial and significant part of the defense mechanism . Besides recognition
of pathogens and contribution in acute inflammation it also activates the adaptive immunity.
Innate immune cells comprises of germline specialized receptor known as Pattern Recognition
Receptors (PRRs). They recognize pathogen- and damage-associated molecular patterns
(PAMPs and DAMPs) on invading microorganisms. (Akira, Uematsu, and Takeuchi 2006;
Takeuchi and Akira 2010). Different PRR families have been studied in the past, with
transmembrane proteins like Toll-like receptors (TLRs) and C-type lectins receptors (CLRs)
being the most studied, as well as cytoplasmic proteins like nucleotide-binding oligomerization
domain (NOD)-like receptors (NLRs) and retinoic acid-inducible gene-I-like receptors
(RLRs). TLRs are type-1 transmembrane proteins that detect PAMPs associated with invading
pathogens both outside and within the cell, as well as in intracellular endosomes and lysosomes.
Innate immune cells' pathogen identification and Toll-like receptor-targeted therapies (Tartey
and Takeuchi 2017; Kawai and Akira 2010; Hoving, Wilson, and Brown 2014a; Franchi et al.
2009; Zhu et al. 2018). CLRs are transmembrane signalling receptors that play an important
role in antifungal immunity. They are lectin-like receptors that recognize both exogenous and
endogenous ligands and have at least one C-type lectin-like domain. (Hoving, Wilson, and
Brown 2014a; Franchi et al. 2009; Zhu et al. 2018; J. Tang et al. 2018). NLRs and RLRs are
intracellular cytosolic sensors. NLRs, generally associated with bacterial recognition, are
composed of a central nucleotide binding domain and C-terminal leucine-rich repeats, whereas
RLRs are the helicases that sense PAMPs with viral RNA (Y. K. Kim, Shin, and Nahm 2016;
Kawai and Akira 2009).

Additionally many other receptors like scavenger, mannose and B-glucan receptors are
involved in phagocytosis. Complement receptors, collectins, ficolins and pentraxins are some
of the secreted PRRs (Paveley et al. 2011). Identification of PAMPs/ DAMPs which are
important microbial component is an elemental role of PRRs. The interaction between PRRs
and their corresponding ligands downstream various effects like maturation, migration and
activation of immune cells. It also includes production of cytokines and chemokines (Taghavi
et al. 2017).
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Usually PRRs upregulates the transcription of genes controlling proteins implicated in the
inflammatory response, such as type I interferons (IFNs), proinflammatory cytokines,
chemokines, antimicrobial proteins, and so on. They also intensify the transcription and
translation of proteins involved in PRR signalling regulation, which might lead to an adaptive
immune response (Akira, Uematsu, and Takeuchi 2006; Mogensen 2009; Fearon and Locksley
1996) (Figure 2.1). The adaptive immune system, also known as the "specific immune system,"
is made up of particular cells and comprises humoral and cell-mediated immunity. It assists in
the elimination of pathogens in the late stages of infection. The innate immune system can
readily distinguish between different types of infections thanks to PRR, and consequently
generates the most efficient adaptive immune response to eliminate the pathogens and their
toxic molecules. (Iwasaki and Medzhitov 2015; Jain and Pasare 2017; Palm and Medzhitov
2009). This field has been extensively explored in the past, and researchers have established a
lot of computational tools such as MHCBN, IEDB, and Bcipep etc (Bhasin, Singh, and
Raghava 2003; Vita et al. 2019; Saha, Bhasin, and Raghava 2005). BepiPred 2.0, Beepred,
Lbtope, IgPred, PEASE, etc. aid in predicting epitopes in humoral-mediated immunity
(Jespersen et al. 2017; Saha and Raghava 2004; Lian et al. 2015; Gupta et al. 2013; Sela-
Culang, Ofran, and Peters 2015). ProPred 1 and NetMHCstabpan help in predicting MHC-I
binder, whereas ProPred, MHC2Pred and EpiDOCK predict MHC-II binders (Harpreet Singh
and Raghava 2003; Rasmussen et al. 2016; Bhasin and Raghava 2007; H Singh and Raghava
2001; Atanasova et al. 2013). We've released review papers that go into great depth regarding
immunology resources and in-silico tools (Dhanda et al. 2017; Usmani, Kumar, Bhalla, et al.
2018). We suggest that computational resources in the PRRs—PAMPs field need to be revived.
How specific PRRs sense invading pathogens, mechanisms involved in immune response
against PAMPs, downstream signalling cascades involved in eliciting immune response, and
other questions/challenges must be clearly inferred to retain better therapeutic strategies against
a variety of infectious diseases caused by invading pathogens, are some of the
questions/challenges that must be clearly inferred to retain better therapeutic strategies against
a variety of infectious diseases caused by invading pathogens. In 2008, the first version of
PRRDB, a database of PRRs and their ligands, was released (Lata and Raghava 2008b).
PRRDB was helpful in the development of additional resources such as AntigenDB (Ansari,
Flower, and Raghava 2010) and PolysacDB (Aithal et al. 2012), as well as the prediction of

pattern receptor recognition families (Gao et al. 2012b). Innate immunity has been better
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understood since 2008, and numerous more pathogen-associated molecules have been
investigated and identified. As a result, there is a strong need to improve and update as much
information as possible regarding PRRs and their ligands. PRRDB 2.0 is an updated and
comprehensive database of PRRs and their ligands. The updated version includes detailed
information on receptors, such as their domain and localization, as well as elaborative functions
such as the role, occurrence, and sequence of their ligands. Furthermore, PubChem assays and
experimental procedures that elucidate PRRs and their ligands as well as their available

structures have been included to the updated version, which were previously missing.
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Innate immune response

Invading pathogens having PAMPs Various signaling
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Infection resolves /Infection resolves

Figure 3.1 Graphical representation of immune mechanism through PRRs and PAMPs

association after the microbial invasion ( source ~ Kaur et al. 2019).

3.2 Material and Methods
3.2.1 Data Collection
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PubMed was examined using keywords like ‘Pattern recognition receptors’ and ‘Pathogen-
associated molecular patterns’, specifically published for 10 years from 2008 to 2018. The
cumulative hits obtained were ~30 000. We screened all the abstracts manually and selected ~

3000 abstracts for further investigation.

3.2.2 Data Curation

PRRDB2.0 has extensive information in the form of primary as well as secondary. Primary
data comprises of sole information. Extracted from the research articles published and are
linked under ‘PMID’. While secondary information are the derived one. Information have been
provided in the form of tabular format for both receptors and their ligands (PAMPs/DAMPs).
The primary information fields regarding ligands are (i) Ligand name: represents the name of
particular ligand (PAMPs/DAMPs) (ii) Ligand source: describes the actual source or origin of
that ligand; (iii) Ligand type: represents the category of ligands such as lipid, peptidoglycan,
lipopolysaccharide, protein etc.; (iv) Occurrence of ligand: represents either natural or
synthetic occurrence of ligands; (v) Role of ligands: provides extensive information about
corresponding ligands’ role in activating the immune system.

Apart from this, PRRs have been organized under headings such as (vi) Receptor's name:
represents the name of PRRs used in the literature; (vii) Receptor source: describes the
receptor's true source or origin. (viii) Receptor type: refers to the many types of PRRs, such as
TLRs, CLRs, RLRs, NLRs, and so on; (ix) Receptor localization: transmits the receptor's
location or the cell type from where it was discovered; (x) Domain: A domain inside a PRR,
such as the Leucine-rich domain in TLRO or the lectin domain in CLRs, represents a specific
domain within that PRR and (xi) Function: when linked with their unique ligands, indicates the
role or function of PRRs in triggering the innate immune system via signal cascades. Under
the heading 'Assay utilized,' the experimental technique or particular assays used in the
associated literature are also curated. In addition to the aforementioned information, a
hyperlink has been provided to all of the PubChem assays known to date for that particular
PRR (S. Kim et al. 2019). PubChem and Swiss-Prot were used to compile various key pieces
of information that were not included in the original study paper, such as PRR sequences and
ligands (Prasad et al. 2020). The Protein Data Bank (PDB) was also used to get experimentally
known PRR structures (Burley et al. 2019). We attempted to give predicted PRR structures
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using structure prediction algorithms, namely PHYRE?2, in circumstances where the structures

had not been experimentally characterized (Kelley et al. 2015).

7 \ ~ 597 Research
s PubChem assay
Ligands Articles
= Name
= Source Swiss - Prot
. Type l
= Qccurrence Protein Data
= Role/Function - / bank
= Sequence
eteng L gl PRRDB2.0
\ * Basic
Receptors 0 B Advanced
= Name
= Source
= Type z
D Total no. of entries 2740 « BLAST
* Localization Total no of unique PRRs 467 SR © Smith-Waterman
= Sequence . :
= Assay/experimen No. of unique ligands/PAMPs 827
tal procedure No. of Swiss-Prot IDs linked with 180 * Receptor
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* Receptor’s source
No. of PDB IDs linked with PRRs 4527 Browse by | Ligand’s source

No. of predicted structure of PRRs 110 \/ * Receptor’s structure

Figure 3.2 Digramatic representation of database architecture its organization and its facilities.

3.2.3 Database architecture and Web Interface

All the information obtained from the literature studies on PRRs was stored in SQL table
and provided as a user-friendly interface in PRRDB2.0
(webs.iiitd.edu.in/raghava/prrdb2) which is based on Linux based Apache Server

(LAMP). The Front-end web interface was made using bootstrap, a responsive
development framework that includes HTML, CSS, and java script. MySQL client
program was used to create the back-end database, and all the data handling/manipulation
was done using the structured query language (SQL). The overall architecture of the
PRRDB?2.0 is in Figure 3.2. The information obtained from the research articles and the
patents is summarized in tabular form under 25 fields in the database. We carefully
searched the papers for every experimental detail, and relevant information was then

included in the database.
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3.3 Results

3.3.1 Data Statistics

PRRDB 2.0, the latest version of the PRR database, has 2740 entries derived from 597 research
publications. A comprehensive update on PRR and its ligands has been published. In addition
to the 353 receptors from the first edition of PRRDB, we have included 2374 more receptors,
bringing the total number of PRRs to 2727. Similarly, PRRDB 2.0 includes 2197 total ligands
researched in the last ten years, as well as 353 ligands from the previous database, for a total
of 2550 ligands. In all, 2740 entries in PRRDB 2.0 include information on 2727 total, 467
distinct PRRs and 2550 total, 827 unique ligands.

The primary types of receptors accessible in PRRDB 2.0 are shown in Figure 3.3A. Because
TLRs are the most well-known and researched of the PRRs, they are mentioned in 62% of
entries. NLRs—241, CLRs—135, Scavenger—S88, Syk-coupled CLRs—63, RLRs—40,
Mannose receptor—33, PGRPs—25, and RAGE—22 are among the other entries. TLRs and
CLRs are well known membrane-bound pathogen receptors. They cover, around 72% of
the PRRs that are curated in PRRDB 2.0. Whereas, cytoplasmic PRRs covered in PRRDB2.0
are 10% only. Figure 3.3B depicts the graphical distribution of entries for various ligand types,
including 496 entries for nucleic acids, 353 entries for protein-type
ligands, lipopolysaccharides—207, peptidoglycan—111, carbohydrates—88, lipoproteins—
85, glycoprotein—41, lipopeptide—37, glucan—31, lipid—25, polysaccharide—16,
amphiphile—53 and a few others. The majority of the ligands in PRRDB 2.0 (79%) have
natural sources. The majority of PRRs 48 % come from humans 315 from and mice. These
PRRs bind to ligands that are predominantly found in bacteria (52%) and viruses (15%), as

well as fungi (6%). These are represented in Figure 3.4.
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Figure 3.3 Representation of percentage distribution of different type of (A) Ligands (B)

PRRs available in PRRDB2.0
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Figure 3.4 Representation of percentage distribution of sources of (A) PRRs (B) Ligands.

3.3.2 PRRDB and PRRDB2.0 Comparison

PRRDB was created in 2008 and consists of two tables; one of the PRRs, which contains 491

entries, contains information such as the receptor's name, source organism, sequence and
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length, family, and type. Another table contains 266 items for ligands, including information
such as name, source, ligand class, origin, and receptor (Lata and Raghava 2008a). We have
added more information about each PRR and ligand in the updated version, resulting in a total
of 2740 entries. We have provided more information about each PRR and ligand in the updated
version, resulting in a total of 2740 entries. In addition to its name, source, type, and origin, we
attempted to describe the role of ligand in immune system activation. Similarly, the new
version includes detailed information about each PRR, including its name, source, type,
sequence and length, localization and domain, and function. Table 3.1 shows a comparison of
statistics. It just displays the most recent database change. In the new version, the experimental
protocol or assay is also curated. Furthermore, for maximum information, data has been

connected with Swiss-Prot, PubChem, and PDB.

Table 3.1 Represents the overall comparison between data statistics of PRRDB and PRRDB2.0

Field/Information PRRDB PRRDB 2.0

Total no. receptors 353 2727
Total no. ligands 354 2550
Total no. of sequence of

221 1784
receptors
Total no. of Sequence of

241 1583

ligands

Total no. of receptors has been increased to 2727 from 353 and total no. of ligands has been
increased to 2550 from 354. Their no. of sequences has also been updated from 221 to 1784
and 241 to 1584 for receptors and ligands respectively. Majority of the PRRs available in
PRRDB2.0 are TLR, CLR, NLR and Mannose based on their numbers as shown in Table 3.2.
Information about TLR has been improved to 1737 from 185, for CLR its 135 from 27. NLR

and mannose has been updated from 15 to 241 and 26 to 33 respectively.
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Table 3.2 Represents the comparison of major types of PRRs available in PRRDB and

PRRDB2.0
TLR" 185 1737
CLR" 27 135
NLR" 15 241
Mannose 26 33

Table 3.3 Represents the comparison of entries for major types of ligands and entries for major

sources of receptors available in PRRDB and PRRDB2.0

Entries for major types of ligands Entries for major sources of receptors
Field/Information PRRDB PRRDB 2.0  Field/Information PRRDB PRRDB 2.0
Peptide 15 62 Human 146 1092
Nucleic acid 68 496 Mice 102 717
PAMP 54 376  Chicken 0 17
DAMP 0 247 Hamster 15 16
Protein 60 353 Rat 3 27
LPS 16 207 Zebrafish 0 13
Peptidoglycan 8 111 Arabidopsis 1 17

Carbohydrates 37 88

3.4 Implementation of web-resource

On a single platform, PRRDB 2.0 may be used to obtain comprehensive information on any
PRR. For example, if a user wants to learn more about TLR 3, which identifies
lipopolysaccharides associated with gram-negative bacteria, they should put TLR3 into the

search box on the basic search page and look up the receptor's name, as shown in Figure 3.5
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A. As illustrated in Figure 3.5 B, a single click on the search button will lead to a list of 400
items saved in PRRDB 2.0, each of which is distinguished by a unique ID. Each ID will take
you to a thorough display page with all of the information you need, as well as connections to
PubChem, PubMed, and Swiss-Prot. In addition, as shown in Figure 3.5 C, the TLR3 sequence
is also accessible in FASTA format. In addition, PRRDB 2.0 allows users to explore all 27

experimentally verified structures for TLR3 and its complexes that are kept in the PDB.
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(A) Basic Search

This page performs an extensive search across PRRDB 2.0. It allows the user to search in any field or against multiple fields. By
default, it searches against major fields. It also allows the user to DISPLAY desired fields of the database. If you need any help,
please visit HELP page.

Query Submission Form

lease paste/insert/type your query to be searched:
[TLR3

Please select the field to SEARCH:

Ligand Name [ Lipopoiysaccharice |1
Ligand source [ ascters ]
Type of Ligand [ pave ]

Name of Receptor [ 1irs ]

ype of Receptor [ -iz ]

ceptor source [ rumar ]

main of Receptor [ Leucine-rich Repeat (LRR) Domain ]

Please select the fields you wish to DISPLAY:

L] x": Name Select fields ;ﬂ'?ﬂ;ﬂmm

© Ligand source X main v

Type of Ligand and submit Sequence of Receptor
Occurrence . Swiss prot 1D
Role of Ligand Function w.rt. host
Sequence of Ligand Length of Receptor
Length of Sequence Assay

Name of Receptor PMID

© Type of Receptor Year of Publication

Receptor source(host) Pubchem Assay

o e e el P e

PRRID_0099 dsRNA Type I Lang Nudleic Acid Toll-like Toll-like  Human (HEK293 t ce
mammalian receptor 3 receptor
reovirus (virus) (TLR3) (TLR)

PRRID_0111 NA Nucleic Acid Toll-ike  Toll-ike  Human (HEK293 t ce
receptor 3 receptor
(TLR3) (TLR)
PRRID_0195 Nucleic Acid Toll-ike  Toll-ike  Human peripheral bl
receptor 3 receptor mononuclear
(TLR3) (TLR)
PRRID_0196 detailed Nudleic Acid Toll-like Toll-like  Human Alveolar and
q q receptor 3 receptor epithelial cell
nformatio (TLR3) TRy
PRRID_0205 Influenza virus  Influenza A (virus) Whole cell Toll-ike  Toll-ike  Human Alveolar and
receptor 3 receptor epithelial cell
(TLR3) (TLR)
PRRID_0248 Poly (I:C)-LANAC  NA Nucleic Acid Toll-like  Toll-ike  Mice Spleen and I

receptor 3 receptor

(TLR3) (TLR)

PRRID_0249 polyinosinic- NA Nudeic Acid Toll-ike  Tollike  CS7BL/6 mice spleen cells
polycytidylic acid receptor 3 receptor
[poly(1:C)) (TLR3) (TLR)
PRRID_0263 polyinosinic- NA Nudleic Acid Toll-like Toll-like  Human macrophage:
polycytidylic acid receptor 3 receptor cells.
[poly(1:C)] (TLR3) (TLR)
PRRID_0278 CpG ODN NA Nucleic Acid Toll-like  Toll-like  Salmo salar L. Spleen and F
receptor 3 receptor
(TR3) TRy
Q) Detailed description page of PRRDBz.0

This page displays user query in tabular form

PRRID_0099 details

[ T ———
PRRID PRRID_009S
Ligand dsRNA
Name
Source Type I Lang mammalian reovirus (virus)
Sequence NA
of ligand
Length NA
Type Nucleic Acic
Occurence  Natural
Role of It induces the acti of NF andg ion of type I IFNs, IFN-
Ligand alpha and IFN-beta and cytokines IL-6 and IL-12.
Name of Toll-like receptor 3 (TLR3)
receptor
Type of Te e receptor (TLR)
receptor
Source Human .
Link for
Localization (HEXK293 t cells)
Domain NA sequence
Sequence ©15455.fasta
of Receptor
Swiss prot 015455 i
> Link for
Length OF 904 swiss-prot id
Receptor
Function IFNs inhibit virus replication, IL-6 and IL-12, which are also induced by

. needed for of
intracellular pathogens.

Assay used EMSA

Figure 3.5 Representation of the screenshots of PRRDB2.0 demonstrating the (A) submission
of query in basic search page (B) result page after submission of the query in result page (C)

detailed information of the result page.
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3.5 Conclusion and Summary

In the early stages of infection, the innate immune system is responsible for pathogen
identification and elicitation of proinflammatory responses against invading pathogens,
whereas the adaptive immune system kills the pathogen and builds immunological memory in
the late stages. As stated in the introduction, PRRs have a large repertoire that detects a variety
of pathogens. The fact that host PRRs recognize a wide spectrum of microorganisms in
different life cycles and with varied metabolic compositions is remarkable. Another astonishing
fact is that all classes of pathogens are sensed by more than one type of PRRs through various
ligands and lead to a rapid proinflammatory response through various intracellular signal
cascades (Mogensen 2009). Despite huge advances in innate immune-related research over the
previous few decades, there is still a lot of ambiguity. TLRs are the most well-studied PRRs,
although cytoplasmic PRRs also play an important role in the accumulation of diverse
immunological responses, which requires further research. Other PRRs, such as mannose
receptors, scavenger receptors, and a few secreted PRRs, also require additional investigation.
A greater understanding of cross-talk between various PRRs is required. PRRDB 2.0, we hope,
will help in the retrieval of all previously found data and queries. PRRDB 2.0, with over 2700
entries, provides improved coverage of all PRRs and their ligands ever investigated. We
expanded the data set by adding new areas and emphasizing the importance and specificity of
PRRs and ligands in activating the immune response. The hyperlinking of Swiss-Prot, PDB,
and PubChem will deliver the most information in one location. The new edition, we feel, will

be extremely beneficial to the scientific community.
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4.1 Background

“Pattern recognition receptors” (PRRs) are the proteins that are germline encoded and bind to
pathogen associated molecular patterns (PAMPs) and damage associated molecular patterns
(DAMPs) to detect invading infections. PRRs recognize DAMPs that are chemical produced
by injured cells only. The recognition triggers a cascade of signaling events which leads to
microbicidal and pro- inflammatory response downstream. This act as a important link between
innate and adaptive immune response (Mogensen 2009). The major families of PRRs include
Toll-like receptors (TLRs), nucleotide-binding oligomerization domain (NOD)-Leucine Rich
Repeats (LRR)-containing receptors (NLR), retinoic acid-inducible gene 1 (RIG-1)-like
receptors (RLR), and C-type lectin receptors (CLRs). TLRs and CLRs are transmembrane
proteins whereas, NLRs and RLRs are cytoplasmic protein receptors. The PRRs are essential
for the identification of virus, bacteria and fungus (Kawai and Akira 2009). Phagocytosis is
triggered by some of the specialized PRRs like scavenger receptors, mannose receptors, and
glucan receptors. The other category is secreted PRRs that consist of colectins, ficolins serum
amyloid, lipid transferases, pentraxins and peptidoglycan recognition proteins (PGRs) (Dilraj
Kaur et al. 2019a).

Multiple previous studies show the importance of PRRs in various diseases like heart failure
(Farrugia and Baron 2017) cancer (O’ Donovan, Mao, and Mele 2019; do Prado et al. 2019; S.
Qin et al. 2019; Haider et al. 2019), autoimmune disorders (Farrugia and Baron 2017; V. Kumar
2019), kidney disease (Komada and Muruve 2019), asthma, atherosclerosis, sepsis (Lin,
Verma, and Hodgkinson 2012), Parkinson’s disease , immunodeficiency disorders like chronic
granulomatous disease (CGD), and “X-linked agammaglobulinemia (XLA)” (Mortaz et al.
2017). Thus, PRRs have seems to have a vital role in the therapeutic research mainly in
adjuvant designing (Olive 2012; Shirota, Tross, and Klinman 2015; Dowling and Mansell
2016; Garlapati et al. 2009). Therefore, it is indispensable to have a profound understanding of
biological machinery and functional role of PRRs in our immune system. Usually, PAMPs and
DAMPs recognised by their PRRs and this begins the recruitment of leukocyte (Mogensen
2009). Innate immune cells like macrophages, dendritic cells, monocytes and mast cells,
whereas epithelial cells and fibroblasts are non-immune cells that express PRR (D. Tang et al.
2012). A cascade of downstream signalling is triggered by pattern recognition receptor-ligand
interaction and their combined conformational modifications. As a result of this cascade,

transcriptional and post-translational alterations occur (Mogensen 2009). The conventional
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approaches to identify PRRs consists of various experimental techniques like Quantitative real-
time PCR (Kaiser et al. 2013), immunofluorescence (D’Souza et al. 2013), Cell viability assay,
Immunoblot and Immuno-precipitation (Kennedy et al. 2004), PAMP binding assay (S. Jiang
et al. 2017; C. Yang et al. 2017) , ELISA (P. Yang et al. 2010; Miao et al. 2010; Pohlmann et
al. 2003), Growth-inhibition assay (Krol et al. 2010) and Microbial Binding and Agglutination
Assay (S. Jiang et al. 2017).

These experimental approaches are extremely precise, but they are also expensive and time-
consuming. Recent technological advancements have resulted in the creation of several in-
silico methodologies for predicting a protein's function. These approaches are not only speedier
and less costly, but they are also repeatable. Data for such prediction systems may be found in
a variety of web-based sites, databases, and repositories such as IEDB (Dhanda et al. 2019),
VAXIJO (Sayers et al. 2012), IIDB (Korb et al. 2008), InnateDB (Breuer et al. 2013) and
VIOLIN (Xiang et al. 2008). PRR prediction is necessary to facilitate research and efficient
therapeutic design because of its key role in innate immunity. Only one prediction technique
(Gao et al. 2012c) for PRR sub-family classification has been established previously, based on
data acquired from the PRRDB (Lata and Raghava 2008a). Due to a lack of data, this approach
adopted a more liberal dataset preparation requirement (CD hit at 90% threshold). Following
that, this dataset was utilised to train and evaluate machine learning models. The model
prediction results might be biased since their final dataset comprises sequences which are
homologous.

We devised a technique employing the biggest available dataset, obtained from the PRRDB
2.0 (Dilraj Kaur et al. 2019a) database, with standard procedures, to complement and overcome
the constraints of the existing approach. Without lowering the number of sequences in the
dataset, we employed techniques that divided the data into five data sets in such a manner that
no two proteins in two separate subsets had more than 40% sequence similarity (Bendtsen et
al. 2004; Garg and Raghava 2008a). We examine the performance of BLAST on our dataset to
better perceive the strengths and limitations of the typical similarity-based approach. We
constructed conventional machine-learning-based classification models for predicting PRRs
utilising a variety of descriptors such as residue composition and dipeptide composition in the
second step (M. Kumar, Gromiha, and Raghava 2007). It has already been demonstrated that
evolutionary data delivers more information than a single sequence (H. Kaur and Raghava

2004; Garg and Raghava 2008b). Thus, we created models based on evolutionary data such as
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the composition of the position-specific scoring matrix (PSSM) profile (M. Kumar, Gromiha,
and Raghava 2007). Finally, we created hybrid models that incorporate the strengths of the
various methods employed in this research (Garg and Raghava 2008b; Bhasin and Raghava
2004). We demonstrate that the hybrid model, which combines BLAST-based similarity search
with a PSSM profile-based Random Forest (RF) classifier, is the most effective in-silico PRR
prediction approach. To support and encourage further study on PRRs, this model is freely
accessible for public usage in the form of the web-server "PRRpred"

(http://webs.iiitd.edu.in/raghava/prrpred/).

4.2 Methodology

4.2.1 Data Extraction and Pre-processing

The sequences of PRRs (positive data) were retrieved from the PRRDB2.0 database (Lata and
Raghava 2008a). The total number of PRRs captured was 2,727 at first, but after removing
identical sequences, the number of unique PRRs was decreased to 179. The negative dataset
was produced by gathering random sequences that were not PRRs from Swiss-Prot
(The UniProt Consortium 2017). There were 274 Non-PRR sequences in the negative sample.
We utilised a technique previously published by (Bendtsen et al. 2004) and (Garg and Raghava
2008a) to produce subsets that are non-redundant without lowering the amount of sequences.
We have employed a threshold of 40 % sequence similarity using “CD-HIT” on both positive
(PRRs) and negative (Non-PRRs) datasets to obtain clusters. Based on the cut-off, each cluster
is a group of identical sequences. There were 106 clusters from positive data and 210 clusters
from negative datasets found in total. Figure 4.1 depicts the distribution of sequences in the
clusters. There were 100 clusters from the positive or PRRs dataset having less than three
protein sequences, whereas there were 200 clusters from the negative/ Non-PRRs dataset
having less than three protein sequences. Likewise, there were 5 clusters from both positive
and negative datasets having no. of protein sequences from 4-6. Five subsets were constructed
from the CD-HIT clusters for the positive dataset. The first cluster's sequences were assigned
to the first subset, the second cluster's sequences to the second subset, and so on. This method
was repeated until all sequences (included in CD-HIT produced clusters) were dispersed evenly
among the five subsets as shown in Figure 4.2. A similar procedure was used to produce five
negative subsets from the negative dataset. This technique ensures that the subsets are distinct

to one another (no more than 40% similarity between sequences in two subsets), which is
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advantageous for unbiased machine learning model training and testing, as well as the selection
of a superior classification model. The goal of this procedure is to construct a non-redundant
dataset while retaining the same number of proteins (Bendtsen et al. 2004; Garg and Raghava

2008a).

T T T T T
200
I P ositive Dataset
[ Negative Dataset

No of clusters

1-3 4-6 7-9 10-12 13-15
No of protein sequences

Figure 4.1 Sequence distribution in ‘CD-HIT’ clusters generated from positive/PRRs and
negative/Non-PRRs dataset. The x-axis shows the number of sequences, while the y-axis

reflects the number of clusters that include those sequences.
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Figure 4.2 The flowchart explains the process of fractioning positive clusters obtained from
CD-HIT into five subsets. The numbers in the parentheses, following the cluster names,
represent the number of sequences in that cluster. As a result, Subset 1 contains sequences of
clusters 1, 6, 11, ..., 106; Subset 2 contains sequences of cluster 2, 7, 12, ..., 102; Subset 3
contains sequences of cluster 3, 8, 13, ..., 103; Subset 4 contains sequences of cluster 4, 9, 14,
..., 104; and Subset 5 contains sequences of cluster 5, 10, 15, ..., 105.

4.2.2 Similarity Search (BLAST)

Based on “pBLAST (BLAST+ 2.7.1)”, a similarity search module was created (Camacho et al.
2009). Five-fold cross-validation was used to test this module's performance. For this, a train
set was used to make a local database against which the query sequences (sequences in the test
set) were searched at an e-value of 0.001. The approach is done five times (once for each
training and test set), with the evaluation metrics recorded each time (Results). Finally, the
whole positive (179 PRRs) and negative dataset (274 Non-PRRs) have been integrated in the
web-server implementation to provide a repository/database of 453 proteins against which the
user's unseen query protein may be searched.
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4.2.3 Features Extraction

4.2.3.1 Composition Based

“Pfeature” was used to extract amino acid composition (AAC) and di-peptide composition
(DPC), which were employed as features to offer residue information for a protein. AAC is a
20-length vector for a protein sequence, with each element representing the proportion of a
given kind of residue in the sequence. DPC, on the other hand, is a 400-length vector that
specifies the amino-acid composition of pairings of amino acids in the protein sequence (e.g.,

‘L-M’, ‘G-L’, and so on). “Pfeature” can provide you with further details (Pande et al. 2019).

4.2.3.2 Evolutionary Information Based

Using PSI-BLAST, we were able to collect evolutionary information for a protein in this study.
Similar to previous research, we included evolutionary information in the form of a ‘PSSM-
400’ composition profile as a feature (M. Kumar, Gromiha, and Raghava 2007; Kaundal and
Raghava 2009; Zhang, Liu, and Tramontano 2017; Verma, Varshney, and Raghava 2010; M.
Kumar, Gromiha, and Raghava 2011). PSSM-400 is a 20 x 20 dimensional vector that
represents the composition of occurrences of each of the 20 amino acids that correspond to
each amino acid type in the protein sequence. “Pfeature's” (Pande et al. 2019) "Evolutionary
Info" module was used to construct a PSSM matrix for each protein sequence, which was then

normalised and transformed to a 20 x 20 ‘PSSM’ composition vector.

4.2.4 Machine Learning Based Models

To create prediction models, we utilised the sklearn package from Sci-Kit, which has a variety
of classifiers. Each of these strategies necessitates the use of feature vectors with a
predetermined length. The most important information regarding variable-length proteins was
transformed into constant vectors of similar dimensions (‘AAC, DPC, PSSM-400’), which
were then employed as input characteristics. To acquire the greatest performance on the
training set, we utilised Sci-GridSearch Kit's module to tune hyper-parameters. Eventually, the
best model was used for the test dataset. Five-fold cross-validation was used to accomplish this
process, and the average performance of five-folds was evaluated. The prediction models were
then developed using a variety of Machine Learning-based classifiers. To handle linear data,
the most basic classifier, Logistic Regression (LR), was employed, while for non-linear data,

sophisticated classifiers like Random Forest (RF), Support Vector Machine (SVM), Extra
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Trees (ET), K-Nearest Neighbor (KNN), and Multi-Layer Perceptron (MLP) were utilised.
Many bioinformatics research have effectively used all of these machine learning approaches
(Nagpal et al. 2017; Chauhan, Mishra, and Raghava 2010; Chaudhary, Kumar, et al. 2016;
Piyush Agrawal et al. 2019; Laurie and Goss 2013).

4.2.5 Cross Validation Techniques

Using the five-fold cross-validation approach, the performance of the modules built in this
study was assessed. Positive and negative subsets were used to create training and test sets.
The training set was created by combining four positive and four negative subgroups. The test
set was created by combining the remaining one positive and one negative subsets. This method
is done five times, with the result that the combination of a positive subset and its matching
negative subset is only utilised as a test set once. As stated in the following sections, we used
these five training and test sets to perform five-fold cross-validation to pick the best machine
learning models and to construct a BLAST similarity search-based module. Five-fold cross-
validation is a typical procedure that has previously been used effectively in a number of
machine learning studies (Nagpal et al. 2017; Chauhan, Mishra, and Raghava 2010; Harinder
Singh et al. 2016, 2015; Chaudhary, Kumar, et al. 2016; Piyush Agrawal et al. 2019).

4.2.6 Evaluation Parameters and Hybrid Models

Threshold independent and dependent score factors were utilised to assess each model
employed in the study. Sensitivity (Sens), Specificity (Spec), Accuracy (Acc), and Matthew's
correlation coefficient are the threshold dependent parameters employed here (MCC). “Sens”
is defined as true positive rate (TPR) i.e., correctly predicted positives with respect to actual
total positives, whereas true negative rate (TNR) is defined by “Spec.” “Acc” is the ability of
the model to differentiate between true positives and true negatives, while MCC is the
correlation coefficient between predicted and actual classes. Following relations were used to

calculate these:

TP
Sens = ?X100

S —TNX100
pec = —
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ACC = TP+ TNXlOO
~ P+N

dTPXTN — FPXFN

MccC =
J(@TP +FP)(TP + FN)(TN + FP)(TN + FN)

Where TP stands for correctly predicted positives and TN stands for correctly predicted
negatives. The total sequences in the positive set are denoted by P, whereas the total sequences
in the negative set are denoted by N. FP stands for real negative sequences that were incorrectly
predicted as positive, whereas FN stands for incorrectly predicted positive sequences. These
score parameters are well-known and have been used in several research to assess model
performance. The value of the “Area Under Receiver Operating Characteristic Curve”
(AUROQC) is a threshold independent parameter derived by plotting the True Positive Rate
(TPR or Sens) against the False Positive Rate (FPR) (FPR or 1-Spec) (Vinod Kumar et al.
2018). Hybrid models were created that integrated the BLAST prediction score with the ML-
based scores, as done in Algpred (Saha and Raghava 2006), to increase the accuracy of the
machine learning-based models even further. Positive prediction (PRRs) received a score of
"+0.5," negative prediction (Non-PRRs) received a score of "0.5," and no hits received a score
of "0." (NH). This score was added to the machine learning model’s score (i.e., prediction
probability of positive class). In a method called five-fold cross-validation method, this is done
for each of the sequences in the test set. The scoring metrics for each ML model were then
assessed at various probability cut-offs based on this combined score. Figure 4.3 depicts the

workflow of the study.
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Figure 4.3 The pipeline of the study

4.3 Results

4.3.1 Similarity Search Based Prediction

BLAST is a popular software application that is frequently used for similarity searches. As a
result, we employed BLAST to distinguish between PRRs and Non-PRRs. We utilized five-
fold cross-validation to avoid bias, which involved searching proteins in the test set against the
training set using BLAST at varying e-value cut-offs (Table 4.1). To cover all of the proteins
in our training sets, this method is performed five times. There are 179 PRRs in the positive
dataset and 274 Non-PRRs in the negative dataset. Table 4.1 shows that the number of correctly
predicted PRRs jumped from 74.30 to 82.12 percent when the “e-value” was reduced from 10
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% to 100 or 1. While sensitivity increases with an increase in e- value, the rate of error i,e
percentage of Non-PRRs also grew up. Specificity improved from 32.48 to 49.68 percent in
Non-PRRs, while the error rate went from 1.67 to 10.05 percent, with an e-value of 10 to 10
%, Due to a huge number of no-hits, the overall accuracy of BLAST was only approximately
51% at e-value 107, This low result demonstrates that BLAST is ineffective in distinguishing

PRRs from non-PRRs with high accuracy.

Table 4.1 shows performance of BLAST on both datasets using five-fold cross validation on

different e-values.

Blast Positive hits Negative hits
(e-value) (PRRs) (Non-PRRs)
PRRs (Sens) Non-PRRs Non-PRRs  PRRs (Error)
(Error) (Sens)

10° 133 (74.30) 4 (1.45) 89 (32.48) 3 (1.67)
10°% 134 (74.86) 4(1.45) 90 (32.84) 4(2.23)
107 134 (74.86) 5(1.82) 90 (32.84) 4(2.23)
10° 135 (75.41) 5(1.82) 93 (33.94) 4(2.23)
10° 136 (75.97) 7 (2.55) 98 (35.76) 5(2.79)
10 136 (75.97) 7 (2.55) 99 (36.13) 6 (3.35)
10° 138 (77.09) 8 (2.92) 101 (36.86) 6 (3.35)
10 139 (77.65) 10 (3.64) 102 (37.22) 6 (3.35)
10 140 (78.21) 20 (7.29) 107 (39.05) 7(3.91)
1 147 (82.12) 65 (23.72) 135 (49.27) 18 (10.05)

4.3.2 Models developed using Machine learning Techniques

4.3.2.1 Sequence’s Composition Based

We employed two important sequence composition-based criteria, namely (i) amino acid
composition and (ii) dipeptide composition, to build a technique for classifying PRRs and Non-
PRRs. Prediction models were developed using a variety of machine learning approaches (e.g.,

“SVM, KNN, and RF”). In both the positive and negative datasets, we investigated at the
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frequency of the 20 amino acids. A study of the amino acid content of PRRs and Non-PRRs
revealed that PRRs had more residues “L, N, S, and Q”, whereas Non-PRRs have more residues
“A, D, E, K, and V”. (Figure 4.2). As seen in Figure 4.4, the composition of PRRs differs from
the composition of Non-PRRs. As a result, models for distinguishing two classes may be
developed using the amino acid composition (AAC) feature. To create binary classification
models, the following machine learning approaches were used: Extra-trees (ET), Random
forest (RF), Support vector machine (SVM), K nearest neighbour (KNN), Logistic regression
(LR), and Multi-layer perceptron (MLP). On the training dataset, ET-based models had a
maximum AUROC of 0.90 and an MCC value of 0.63, as shown in Table 4.2. On the test
dataset, we got an AUROC of 0.88 and an MCC of 0.63. Models were also built utilising
dipeptide composition and a variety of machine learning approaches. On the test set, LR had
the best performance, with an average accuracy of 80.25 percent, MCC of 0.59, and AUROC
of 0.87, while on the training dataset, it had an average accuracy of 82.57 percent, MCC of
0.64, and AUROC of 0.88. In the case of LR, overall test accuracy was 83 percent, with MCC
of 0.64 and AUROC of 0.88.

20 T T T T T T T T T T T T

I r s
-Non-PRKs

Amino Acid Composition (%)
=
|

Figure 4.4 The figure represents the amino acid composition in percentage of PRRs and

Non-PRRs
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Table 4.2 The performance of models based on different machine learning techniques for

positive dataset (PRRs) created using Amino acid composition of protein sequences.

Method Train Dataset (Average) Test Dataset (Average)
Model Hyper- Sens  Spec Acc  AUROC MCC Sens Spec Acc  AUROC MCC
parameters
ET ne=90 80.71 82.56  81.73 0.90 0.63 77.06 84.08 8246 0.88 0.63
SVM  C=5, 78.07 83.83  81.62 0.87 0.62 7795 8231 81.06 0.88 0.60
¢=0.01,
k=rbf
RF ne=100 77.82 81.46  80.08 0.88 0.59 7742 80.85 7997 0.87 0.58
LR C=1 77.98 82.50  80.77 0.86 0.60 76.12 81.57 79.57 0.86 0.58
MLP  a=tanh, 77.02 82.77  80.50 0.86 0.59  78.88 77.94 7890 0.87 0.57
HL=(19,),
m=200,
s=adam
KNN  al=ball_tree, 76.17 79.06 7791 0.85 0.55 77.74 75.00 7697 0.86 0.53
nn=20,
w=distance

*g=gamma, ne=n_estimators, k=kernel, a=activation, HL=hidden layer size, s=solver, al=algorithm, w=weight,

m=max_iter and nn=n_neighbours.

4.3.2.2 Evolutionary Information Based

The sequence profile has already been proven to give more information than a single sequence.
As a result, in our work, we first use PSI-BLAST software to construct a sequence profile
matching to a protein. We compute the composition of a sequence profile or PSSM profile in
order to create a fixed number of features (see section Materials and Methods). PSSM-400, a
fixed-length vector of 400 components, is used to express the PSSM profile's composition.
‘PSSM-400’, which contains a fixed-length vector of 400 elements, is used to represent the
PSSM profile composition. For our dataset, we generated PSSM-400 composition profiles and

utilised them as feature vectors to develop classification models. Similarly to the AAC and
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DPC-based approaches, we emp