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ABSTRACT 
 

HLA gene complex is a highly polymorphic region in the human genome and mutations 

associated with these regions can lead to many deadly disorders such as bare lymphocyte 

syndrome, whereas presence of few HLA-class II alleles makes an individual more prone to 

some diseases. One of these class-II alleles named HLA-DRB1*04:01 is associated with many 

autoimmune disorders such as multiple sclerosis, rheumatoid arthritis, type 1 diabetes, Lyme 

disease, etc. Moreover, a particular variant of HLA-DRB1*04:01 gene is found to be abundant 

in the asymptomatic carriers of SARS-CoV-2. Hence, it is the need of the hour to develop a 

more accurate method with the ability to classify HLA-DRB1*04:01 binding peptides. We 

have developed a systematic approach to predict, scan, and design the binders of class-II HLA 

allele HLA-DRB1*04:01 and provided as a webserver. It is an updated version HLADR4Pred 

developed in year 2004. In this study, we have compiled the positive (HLA-DRB1*04:01 

binder) and negative dataset (HLA-DRB1*04:01 non-binder)  from IEDB. We have a total 

12676 peptides in the positive and 86300 peptides in the negative dataset. At first, we generated 

composition and binary profile based features using the Pfeature standalone package. After that 

we have implemented various machine learning techniques to develop prediction models by 

using different types of features. Secondly, we have segregated the complete dataset into 

training and validation dataset, where training dataset comprises 80% of the complete dataset 

and the remaining 20% was assigned as validation dataset. We have trained the models on the 

training dataset by applying a five-fold cross validation technique and performed external 

validation by evaluating our models on the validation dataset. Number of performance 

measures have been calculated to assess the performance of each model developed on different 

features. We observed that the extra tree classifier based model developed on dipeptide 

composition based features outperformed other classifiers and achieved maximum AUROC of 

0.96 on both training and validation dataset. After that, we have combined similarity search 

using BLAST with our best performing model to develop the hybrid method, which attains the 

highest performance i.e. AUROC of 0.98 and 0.99 on training and validation dataset, 

respectively.  Finally, we have incorporated the hybrid model in our webserver named 

HLADR4Pred2 available at https://webs.iiitd.edu.in/raghava/hladr4pred2/. Along with that we 

have also provided the python- and Perl based standalone package which is available at 

webserver (https://webs.iiitd.edu.in/raghava/hladr4pred2/standalone.php) and at GitHub 

(https://github.com/raghavagps/hladr4pred2).  

  

https://webs.iiitd.edu.in/raghava/hladr4pred2/
https://webs.iiitd.edu.in/raghava/hladr4pred2/standalone.php
https://github.com/raghavagps/hladr4pred2
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1. Introduction 

The human leukocyte antigen (HLA) complex is a highly polymorphic genomic region 

located at chromosome 6 in the human genome (1,2). Majority of genes located in this region 

are encode several proteins of immune defence system (3). The HLA system is classified into 

three major categories I, II and III, where I (HLA-A, -B, -C) and II (HLA-DP, -DQ, -DR) genes 

are polymorphic in nature (4). IMGT/HLA the largest repository of HLA related sequences 

report thousands of human major histocompatibility complex associated alleles and genomic 

sequences (5). HLA are the crucial components of our immune system and stimulate immune 

responses to fight against several pathogens and autoimmune disorders (6,7). HLA class-I 

molecules display intracellular peptides to CD8+ T cells whereas HLA class-II molecules 

composed two polypeptide chains (α and β) and presents extracellular peptides to CD4+ T 

cells. HLA-class II alleles mainly presented on antigen presenting cells for instance, B cells, 

macrophages, DCs etc (8–10).  

The binding groove of MHC-II molecules is open from both sides which enables long 

length peptides to enlarge the binding grooves from the flanking regions as shown in Figure 1. 

(11). The peptides binds to the MHC-II molecules sharing specific anchor residues. Typically, 

MHC-II alleles have four anchor residues P1, P4, P6 and P9, the peptide binds to allele-specific 

binding groove and it may vary due to high polymorphism (12). Moreover, the anchor residues 

of class-II MHC alleles also vary therefore, it allows a wide range of peptides to bind to its 

surface. Majority of MHC class-II alleles presented peptides which were derived from the 

pathogenic proteins (13,14). MHC Class-II alleles carry a peptide and express it on the cell 

surface; further it interact with T cell receptors (Figure 1C) and activate CD4+ T-cells the 

immune responses via secreting cytokines such as IFN-gamma, TNF and GM-CSF. 
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Figure 1: Pictorial representation of peptide conformations presented by MHC-II molecules, 

anchor residues of peptides bound to the allele-specific pockets of MHC-II molecule (Figure 

source (11,15)) 

 

Several studies report that more than 200 immune-mediated disorders are associated with 

HLA molecules; however, HLA is the major genetic factor in developing autoimmune diseases. 

In the past, studies have shown that the HLA-DR4 gene is highly correlated with several 

diseases (16–19), especially HLA-DRB1∗04:01 is associated with the development of multiple 

sclerosis (20,21), autoimmune disorders (AID) (22), type 1 diabetes (23), Lyme disease (24), 

COVID-19 severity, and rheumatoid arthritis (25) as shown in Figure 2. HLA-DR4 molecules 

plays a significant role in autoimmune disorders initiation and progression. Therefore, it is of 

utmost importance to determine the epitopes which bind to HLA-DRB1*04:01 in order to 

understand or cure several autoimmune disorders (26–30). Studies also reveal that patients 

positive with HLA-DR4 associated alleles have maximum chances of having autoimmune 

disorders therefore it could be a significant as genetic biomarker. Researcher developed a 

number of experimental techniques for the detection of HLA-peptide bindings, but they are 

time-exhaustive and cost-effective (31,32). 
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Figure 2: Pictorial representation of association of HLA-DRB1*04:01 allele with number of diseases.  

 

Therefore, many attempts have been made to develop computational tools to predict the 

binding peptides associated with class-I HLA-alleles. However, fewer methods have been 

developed for HLA class-II molecules binder prediction due to the variable length of binding 

peptides and uncertain core/anchor residue positions (33–36). From last few years, several in-

silico tools have been developed for the prediction of HLA-DR binding peptides, based on the 

sequence and structure information.  

Bhasin et al., developed SVM based approach for the prediction of HLA-DRB1*04:01-

binding peptides and archived 86% accuracy (37). PROPRED method uses quantitative 

matrices for the prediction of HLA-DRB1*04:01-binding peptide (38). Whereas, SMM-align 

uses stabilization matrix alignment method for the prediction of peptide-MHC binding 

affinities (39). ARB matrix binding prediction tool utilizes average relative binding matrix 

method for direct prediction of binding affinity and IC50 values (40). In addition, 

NNAlign_MA (41), NetMHCpan (42) and NetMHCIIpan (43) uses motif convolution and 

mass spectrometry data for the better prediction of HLA-II binding peptides (42,44).  

In this study, we have developed a computational approach to classify the HLA-

DRB1*04:01 binding peptides using the sequence information. We have obtained the 

experimentally validated HLA-DRB1*04:01 binding peptides of length 9-22 amino acids from 
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IEDB to train and evaluate the prediction models. We have implemented various machine 

learning classifiers  and hyper tuned the parameters to improve the performance of the 

generated model. We hope that this study will benefit the researchers working in the field of 

cellular immunology, vaccine design, immunodiagnostics, immunotherapeutic, and molecular 

understanding of autoimmune susceptibility. In order to serve the scientific community, we 

have developed the user-friendly webserver “HLADR4Pred 2.0” available at URL 

https://webs.iiitd.edu.in/raghava/hladr4pred2. We have also developed python and Perl-based 

standalone available at webserver 

https://webs.iiitd.edu.in/raghava/hladr4pred2/standalone.php and at GitHub 

https://github.com/raghavagps/hladr4pred2 with how-to-use instructions. 

 

  

https://webs.iiitd.edu.in/raghava/hladr4pred2
https://webs.iiitd.edu.in/raghava/hladr4pred2/standalone.php
https://github.com/raghavagps/hladr4pred2
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It has been shown in literature that some of the HLA-DR proteins are highly expressed in 

patients with autoimmune diseases such as rheumatoid arthritis, hence it is of utmost important 

to identify the peptides interacting with class II MHC molecules to understand the mechanism 

and can aid in designing the novel therapeutics to treat associated diseases. Class II MHC 

molecules binding peptides interact with T-cell receptors and initiate subsequent T-cell 

activation which further drive immune responses. The malfunctioning of immune responses 

can lead to several immune related and autoimmune disorder. Several studies report that the 

MHC-II binding antigenic peptides/epitope can used as major immunotherapy target in the 

treatment of cancer and other diseases. Therefore, it is mandatory to identify particular 

peptides/epitopes which are strong binders to MHC-II molecules and have the capacity to 

interact with T-cell receptors. A number of factors such as binding groove pocket, polar, 

charged or hydrophobic residues are responsible for the binding of peptides with the MHC-II 

molecule. In past several in vitro studies have been used to determine the binding peptides of 

MHC-II molecules.  

In-vitro tests assessing the binding of synthetic peptides to HLA molecules were the most 

common MHC binding assays from the 1990s through 2010 (45). Whereas, mass spectrometry 

sequencing first recorded in 1991 for HLA eluted peptides sequencing has been more common 

in the recent five years (46–48). In addition, high throughput peptide-MHC II binding tests can 

help guide epitope selection by assessing peptide binding affinity and binding promiscuity 

across various MHC II alleles. Such experimental procedures, like protein deimmunization, are 

eventually required to test computational predictions of promising vaccine candidates. 

Biochemical experiments using recombinant human MHC II molecules can offer quick, 

quantitative information on immunogenic epitope identification, deletion, and design (49–51). 

As demonstrated by X-ray crystallographic studies the MHC class II epitope binding sites are 

made up of a binding-groove and multiple pockets provided by alpha-sheet and two beta-

helices (52,53) and both ends of the class II binding groove are open. As a result, peptides that 

bind to class II molecules have a wide range of lengths, ranging from 13 to 25 residues.  



 17 

 

Figure 3: Class-II HLA binding assay  

[Source: BioRender, https://www.proimmune.com/mhc-class-ii-binding-assays/] 

 

 But, identification of MHC II binding peptides through experimental approaches a very 

cost- and time-intensive process. On the contrary, computational approaches are the time- and 

cost-effective to find out the binders. However, prediction of MHC class II binders is a 

strenuous process as compared to the prediction of binders in case of class I molecules because 

of the differences in the length of the peptides, unidentified core, and versatility in the anchor 

residues that interact with the grooves. There are number of methods have been developed in 

the past for the prediction of MHC class II binding peptides based on different algorithms. 

Initially, prediction methods were developed on the motifs (42,54), followed by matrix based 

(38,39,55–57). Then, machine learning based methods (37,56,58–60) have overtaken with 

improved accuracy. Consensus IEDB (61) is also a method which make predictions by drawing 

consensus from the already existing methods such as SMM-align (39), and NN-align (56). 

Structure-based methods (62–64) have also been developed in the past for MHC class-II 

binders as shown in Table 1 . On the other hand, there are methods which are specific to HLA-

DR binding peptides based on motifs (65–68), weighted-matrices (62,69–71), and machine-

learning (37). Table 1 comprises the tools developed for prediction of binders for MHC class 

II as well as specific for HLA-DR alleles in the last two decades. 
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Table 1: Compilation of tools for the prediction of MHC class II binding peptides 

Tool Year Web Link Working Alleles Description 

Propred 

(38) 
2001 https://webs.iiitd.edu.in/raghava/propred/  YES 51 HLA-DR allele 

Prediction of 
promiscuous 

HLA-DR 
binders 

HLA-

DR4Pred 
(37) 

2004 https://webs.iiitd.edu.in/raghava/hladr4pred/  YES 

HLA-

DRB1*0401(MHC 
class II allele) 

SVM and ANN 
based HLA-

DR4*04:01 
binder 

prediction tool 

Consensus 

(61) 
2008 http://tools.immuneepitope.org/mhcii/  YES 20 MHC-II alleles 

IEDB tool for 

predicting 

MHC Class II 

binders 

MULTIPRED 
2 (59) 

2005 http://antigen.i2r.a-star.edu.sg/multipred/ NO 
class I-A, B and 
class II DR 
supertypes 

ANN based 

method for 
HLA-binder 

prediction 

SMM-align 

(39) 
2007 NA NO 

14 HLA-DR 
(human MHC) and 

three mouse H2-
IA alleles 

Prediction of 

MHC class II 
binding affinity 

using matrix 
alignment 

method 

MHC2pred - https://webs.iiitd.edu.in/raghava/mhc2pred/  YES 42 MHC-II alleles 

SVM based 

method for 
MHC-II binder 

prediction 

NN-align 
(56) 

2009 
https://services.healthtech.dtu.dk/service.php?NetMHCIIpan-
4.0  

YES 
14 HLA-DR 
(human MHCII) 

Artificial 

neural 
network-based 

alignment 
algorithm for 

MHC class II 
peptide binding 

prediction 

EpiTOP 
(57) 

2010 http://www.pharmfac.net/EpiTOP/  NO 
12 HLA-DRB1 
alleles 

Prediction of 

MHC class II 
binding using 

quantitative 
matrix 

Tepitopepan 
(62) 

2012 http://www.biokdd.fudan.edu.cn/Service/TEPITOPEpan/  NO 
51 HLA-DR 
Molecules 

Uses pocket 

binding 

specificities for 
HLA-DR 

binder 
prediction 

EpiDock 

(63) 
2013 http://www.ddg-pharmfac.net/epidock/EpiDockPage.html  YES 23 MHC-II alleles 

Molecular 
docking based 

tool for MHC-
II binding 

prediction 

NetMHC-II 

(60) 
2018 

https://services.healthtech.dtu.dk/service.php?NetMHCIIpan-

3.2  
YES 

MHC class II 

isotypes HLA-DR, 
HLA-DP and 

HLA-DQ, as well 
as mouse 

molecules (H-2) 

MHC-II 
Binding 

affinity 
prediction 

MHCII3D 
(64) 

2020 https://pbwww.services.came.sbg.ac.at/mhcii3d/  NO 25 MHC-II alleles 

Structure based 

prediction of 
MHC-II 

binding 
peptides 

  

https://webs.iiitd.edu.in/raghava/propred/
https://webs.iiitd.edu.in/raghava/hladr4pred/
http://tools.immuneepitope.org/mhcii/
http://antigen.i2r.a-star.edu.sg/multipred/
https://webs.iiitd.edu.in/raghava/mhc2pred/
https://services.healthtech.dtu.dk/service.php?NetMHCIIpan-4.0
https://services.healthtech.dtu.dk/service.php?NetMHCIIpan-4.0
http://www.pharmfac.net/EpiTOP/
http://www.biokdd.fudan.edu.cn/Service/TEPITOPEpan/
http://www.ddg-pharmfac.net/epidock/EpiDockPage.html
https://services.healthtech.dtu.dk/service.php?NetMHCIIpan-3.2
https://services.healthtech.dtu.dk/service.php?NetMHCIIpan-3.2
https://pbwww.services.came.sbg.ac.at/mhcii3d/
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3.1. Dataset Creation and Preprocessing 

We have extracted experimentally validated HLA-Class II allele HLA-DRB1*04:01 

binding peptides from the immune epitope database (IEDB) (72). Initially, total number of 

binding peptides extracted from IEDB was 19665 with length varying from 8 to 32 amino 

acids. After removing the identical peptides and peptides containing non-natural amino acids, 

we left with 12880 unique peptides. As shown in Figure 4, the peptide length analysis exhibited 

that 98.4% i.e. 12676 peptides were having length between 9-22 amino acids, hence we 

selected 12676 peptides and constitute our positive dataset. 

In such prediction methods, one of the major challenges is to obtain the experimentally 

validated negative dataset, i.e. non-binders of HLA-DRB1*04:01 allele. In order handle that 

we have downloaded the HLA-class II binders from IEDB except the binders of HLA-

DRB1*04:01 which resulted into 154534 peptides. After applying the aforementioned 

constraints, we were left with 86300 peptides having length between 9-22 amino acids. To 

avoid the biasness in the negative dataset, we have made another dataset comprises of 12676 

peptides having length between length 9-22 generated randomly using Swiss-Prot database 

release 2022_01 (73). 

 

Figure 4: Length-wise distribution of HLA-DRB1*04:01 binding peptides  

 

Finally, we have generated three different datasets to train and evaluate the models and 

named them balanced dataset, alternate dataset, and realistic dataset. Where, balanced dataset 
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comprises of 12676 HLA-DRB1*04:01 binding and 12676 non-binding peptides derived from 

IEDB; alternate dataset consists of 12676 binding and non-binding peptides randomly 

generated using Swiss-Prot database; and realistic dataset contains 12676 HLA-DRB1*04:01 

binding and 86300 non-binding peptides derived using IEDB. Each dataset was further divided 

into training and validation dataset, where 80% of the data constitute training and the remaining 

20% make validation dataset. To avoid the biasness in the length distribution in training and 

validation dataset, we have arranged all peptides as per their length and then transferred every 

fifth peptide into the validation dataset and rest constitutes training dataset. 

 

3.2  Composition Analysis 

To check the abundance of each amino acid in each dataset, we have calculated the 

composition of each amino acid using equation 1. We have implemented the amino acid 

composition module of Pfeature to calculate the composition of positive and negative set 

separately in each dataset. 

𝐶𝑅𝑖 =  
𝑁𝑅𝑖

𝑇𝑅
                                                                     [1] 

Where, CRi represents composition of residue i; NRi is total number of residues of type i; and 

TR stands for total number of residues. 

 

3.3 Position Conservation Analysis 

To understand the position specific preference of residues, we have created the logos 

using two-sample logo (TSL) (74) webserver. In order to create the logo, it is prerequisite to 

fix the peptide length. Since, the minimum length of the considered peptide is 9, hence to 

achieve the fix length criteria we have taken the 9 residues from N-terminal and 9-residues 

from C-terminal. Finally, to create a fix length peptide with 18 residues we have joined both 

the regions. We have created the TSL for each dataset i.e. balanced, alternate, and realistic 

dataset. 

 

3.4 Generation of Features 

In this study to represent the sequence as a numerical vector, we have implemented the 

composition and binary profile module of Pfeature (75). By using Pfeature we have computed 

a wide range of features such as, composition- and binary profile-based features. Using 

composition module we have calculated fifteen different type of features such as amino acid 
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composition (AAC), dipeptide composition (DPC), atomic composition (ATC), bond 

composition (BTC), physico-chemical properties based composition (PCP), residue repeat 

information (RRI), distance distribution of residues (DDOR), Shannon entropy for all residues 

(SER), Shannon entropy based on physico-chemical properties (SPC), conjoint triad 

calculation (CTC), composition enhanced transition and distribution (CeTD), pseudo amino 

acid composition (PAAC), amphiphilic pseudo amino acid composition (APAAC), quasi-

sequence order (QSO), and sequence order coupling number (SOCN). By implementing binary 

profile-based module, we have calculated four different features such as binary profile of first 

nine residues (N9), binary profile of last nine residues (C9), and combination of N9 and C9 binary 

profile (N9C9). In order to make it more clear, we have shown the example sequences of 

different length in Table 2, and highlighted the regions in the sequences which is designated as 

N9, C9 and N9C9, respectively. 

 

Table 2: Generation of N9, C9, and N9C9 patterns from the original sequences with varying length 

Original Sequences N9 C9 N9C9 

TQQKKADRY TQQKKADRY YRDAKKQQT TQQKKADRYYRDAKKQQT 

ISAYLLSKNNAI ISAYLLSKNNAI IANNKSLLYASI ISAYLLSKNIANNKSLLY 

GTFQKWAAVVVPSGE GTFQKWAAVVVPSGE EGSPVVVAAWKQFTG GTFQKWAAVEGSPVVVAA 

SAIEYTIENVFESAPNPR SAIEYTIENVFESAPNPR RPNPASEFVNEITYEIAS SAIEYTIENRPNPASEFV 

LPGDKSKAFDFLSEETEASLAS LPGDKSKAFDFLSEETEASLAS SALSAETEESLFDFAKSKDGPL LPGDKSKAFSALSAETEE 

 

 Similarly, binary profile for pattern size with twenty-two residues (NC22) were also generated. 

The major challenge in calculating the binary profile for NC22 pattern was the varying length 

of the peptides. In order to tackle that situation, we have appended the dummy variable “X” in 

the sequences having length less than 22 as shown in Table 3. 

 

Table 3: Generation of NC22 patterns from the original sequences with varying length 

Original Sequences Original Length NC22 

TQQKKADRY 9 TQQKKADRYXXXXXXXXXXXXX 

ISAYLLSKNNAI 12 ISAYLLSKNNAIXXXXXXXXXX 

GTFQKWAAVVVPSGE 15 GTFQKWAAVVVPSGEXXXXXXX 

SAIEYTIENVFESAPNPR 18 SAIEYTIENVFESAPNPRXXXX 

LPGDKSKAFDFLSEETEASLAS 22 LPGDKSKAFDFLSEETEASLAS 
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In Table 4, we have reported the length of the vector size generated by composition, and binary 

profile based features. As shown in the Table 4, feature NC22 generated highest number of 

features with vector size 462, whereas SOCN reports minimum number of features i.e. 2. 

 

Table 4: Description of features calculated using Pfeature 

Module Type of Feature Vector size 

Composition 

Amino acid composition 20 

Dipeptide composition 400 

Atomic composition 5 

Bond composition 4 

Physico-chemical properties based composition 30 

Residue repeat information 20 

Distance distribution of residues 20 

Shannon entropy for residues 20 

Shannon entropy based on physico-chemical properties 25 

Conjoint triad calculation 343 

Composition enhanced transition and distribution 189 

Pseudo amino acid composition 21 

Amphiphilic pseudo amino acid composition 23 

Quasi-sequence order 42 

Sequence order coupling number 2 

Binary 

N9 189 

C9 189 

N9C9 378 

NC22 462 

  Combined 2382 

 

3.5 Model Development 

In order to train and develop prediction models, we have used various classifiers such as 

decision tree (DT), random forest (RF), logistic regression (LR), extreme gradient boosting 

(XGB), k-nearest neighbor (KNN), gaussian naïve Bayes (GNB), extremely randomized tree 

(ET), and support vector classifier (SVC) using scikit-learn (76) library of python. The 

description of each classifier is mentioned below in details. 

DT is a rule-based supervised machine learning algorithm, in which the decision i.e. the 

assignment of a class is the end product of the set of rules. These set of rules are defined using 

the training set that is used to train the final model. This method leads to the development of a 

tree in which each node represents the dataset feature which is used to split the data, this process 
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continues till all the data points belong to a particular class get isolated. DT algorithm can be 

used to achieve classification as well as regression tasks. 

RF is an ensemble-based approach which is also a supervised machine learning approach. 

As the name exhibits, RF contains a forest or a huge number of individual decision trees on 

various subsets of samples in the dataset, where each tree provides a particular output or class 

and by using the voting approach a single class would be predicted as the model class. 

Moreover, this meta classifier also applies mean based approach to enhance the accuracy of 

the model and avoid over-fitting.  

LR is a statistical approach which implements the logistic function to model the 

probability of the binary/discrete output by using the independent variables. It is also a very 

powerful supervised machine learning algorithm which shares the resembles with the multiple 

linear regression with the exception that the response variable is a binomial. 

XGB is also a tree-based approach which lies under the shadow of supervised machine 

learning techniques. It is an efficient, portable, and flexible gradient boosting algorithm. It 

implements iterative approach in which ensembles of decision trees are created where one tree 

is added at a time and fit to reduce the errors in the predictions resulted due to previous models. 

XGB provides the parallel tree boosting which make it a fast and accurate method. The 

difference between XGB and gradient boosting lies in the metric used to identify the best split 

for a tree. 

KNN works on the ideology of the proximity and predicts the class of an unknown 

variable based on the closeness of its data points to the trained dataset. The learning process of 

this approach is occurrence-based, lazy and non-parametric. Instead of learning weights for 

features from the training dataset, it uses the entire dataset to make predictions for the unseen 

data. 

GNB is a probabilistic approach based on the bayes theorem. It is assumed that the 

features involved in the training of a model, follows gaussian distribution, are independent 

from each other and makes an equal contribution to the prediction. The primary task of this 

algorithm is to create a prediction model that results in the sample probabilities to belong to a 

particular label. 

ET is also an ensemble-based technique which considers the predictions from a huge 

number of de-correlated decision trees to make the overall prediction. It is quite similar to the 

RF classifier with the difference in the construction of the decision trees and selection of the 

threshold to split the split the nodes. Moreover, it is faster as compare to RF as it chooses 

threshold randomly then finding optimal cut point. 
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SVC is a supervised machine learning algorithm which finds the extreme data points that 

aids in the creation of hyperplanes, which further separates the n-dimensional space into 

different classes. Further, the generated model can be used to assign the classes to unseen data 

points. Support vector machines can be used for either classification as well as for regression 

tasks. 

 

3.6 Cross-Validation 

To avoid the overfitting and biasness of the generated model, we have implemented the 

five-fold cross-validation technique. Moreover, it also allows to assess the efficiency of the 

prediction models. Other advantages of cross-validation are highly accurate measures for out-

of-sample accuracy and highly effective use of data. As per the standard norms, we have 

implemented the five-fold cross validation technique on training dataset and kept the validation 

dataset untouched. As depicted in Figure 5, in this technique the entire dataset is divided into 

five parts, where four parts are used to train the model and tested on the remaining fifth one. 

The same process is iterated five times in such a way that each set/part gets the chance to act 

as testing dataset. Finally, the overall performance is the mean of the performances of five 

iterations. 

 

Figure 5: Graphical representation of five-fold cross validation 
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3.7 Evaluation of Parameters 

In order to evaluate the efficiency of the different generated models developed using 

various classifiers, we have used well established evaluation parameters. In this method, we 

have used both threshold-dependent and -independent parameters. In threshold-dependent 

parameters we have used sensitivity which exhibits the percentage of correctly predicted 

binders, specificity defines the percentage of correctly predicted non-binders, accuracy denotes 

the percentage of correct prediction, F1-score sums up the predictive performance of the 

models, kappa measures the reliability between predicted and observed values, and Mathews 

correlation coefficient (MCC) represents the correlation between observed and predicted 

values, but these are the threshold dependent parameters which vary with threshold. On the 

other hand, area under the receiver operating characteristics curve (AUROC) is the measure of 

separability and it signifies how well the model is capable of distinguishing between the 

classes. Threshold dependent parameters were calculated using the following equations: 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                       [2] 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                                                       [3] 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
                                             [4] 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
                                                    [5] 

 

𝑀𝐶𝐶 =  
(𝑇𝑃 ∗ 𝑇𝑁) − (𝐹𝑃 ∗ 𝐹𝑁)

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
                       [6] 

 

𝐾 =  
(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)(𝑇𝑃 + 𝑇𝑁) − [(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁) + (𝐹𝑁 + 𝑇𝑁)(𝐹𝑃 + 𝑇𝑁)]

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)2 − [(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁) + (𝐹𝑁 + 𝑇𝑁)(𝐹𝑃 + 𝑇𝑁)]
   [7] 

 

Where, TP stands true positive; TN stands for true negative; FP stands for false positive; FN 

stands for false negative 
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3.8 Model Optimization 

We evaluated eight different machine learning algorithms, and tuned the hyper 

parameters according to the training dataset. For this purpose, we used GridSearchCV to find 

the best performing model for each of our machine learning classifiers and optimised them by 

maximizing the AUROC.  

 

3.9 Similarity Search 

In order to predict if the query peptide is a binder of a HLA-DRB1*04:01 using similarity 

search, we have implemented the Basic Local Alignment Search Tool (BLAST) (77) using the 

NCBI-blast executable version 2.13.0. We have created the custom database using our dataset 

by implementing “makeblastdb” module of NCBI-blast. Then, to make the prediction for query 

sequences we have implemented the “blastp” module with “blastp-short” as task since the 

peptide length are small. Top-hit against the query sequences were considered to assign the 

classes. 

 

3.10  Motif Analysis 

To make the predictions using the small regions which are shared by all the sequences of a 

particular class also called motifs, we have implemented the Motif – Emerging and with 

Classes - Identification (MERCI) tool (78) with default the parameters. We have identified the 

motifs which are specific to the HLA-DRB1*04:01 binders and used them to assign the class 

as binder to the query/unseen data if the particular motif is found else assigned them as non-

binders.   
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Chapter 4 

Results 
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 4.1 Composition Analysis 

In this study, we calculated the average composition of each residue in HLA-DRB1*04:01 

binders and non-binders in balanced, alternate, and realistic dataset. The amino acid 

composition is calculated using Pfeature (75). The average residue composition for each 

dataset is provided in Figure 6, and it exhibits that serine residue is abundant in HLA-

DRB1*04:01 binding peptides in comparison to the non-binding peptides. Moreover, the 

similarity in the trends of negative dataset generated randomly using Swiss-Prot (73) database 

and general proteome signifies that the negative dataset is not biased towards a particular amino 

acid or nature of amino acids. 

 

Figure 6: Average percent amino acid composition of HLA-DRB1*04:01 binder, non-binders and 

general proteome 

 

4.2 Position Preference Analysis 

In this study, preference of particular residues at a specific positions in a peptide was studied by 

creating the TSL for HLA-DRB1*04:01 binders and non-binders in the balanced, alternate, and realistic 

dataset as shown in Figure 7. The TSL for each dataset is of length 18, where first nine position 

represents nine residues for N-terminal and position 10-18 represents the nine residues from C-terminal. 

A C D E F G H I K L M N P Q R S T V W Y

Binder 8.66 0.68 5.89 6.77 4.01 5.99 1.95 4.96 6.25 7.42 1.76 4.31 5.39 4.64 5.33 8.79 6.05 6.48 0.93 3.74

Non-Binder 9.05 0.55 5.19 8.41 3.98 5.60 2.30 4.67 7.90 8.90 1.43 3.55 5.14 4.72 5.09 7.14 5.55 7.09 0.95 2.79

General Proteome 8.25 1.37 5.45 6.75 3.86 7.07 2.27 5.96 5.84 9.66 2.42 4.06 4.7 3.93 5.53 6.56 5.34 6.87 1.08 2.92
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In case of realistic dataset, positions 4, 5, and 6 are preferred by hydrophobic residues ‘L/F/Y/I/V’ ; 

where position 9 is covered by polar and uncharged amino acids ‘S/T/A’; position 10 is preferred by 

positive charged amino acid residues ‘K/R’; ‘S/A’ amino acids are favoured in positions 13-15; positions 

16 and 17 are preferred by polar amino acids ‘S/T’, and ‘D’ residue is found to be most abundant at 

position 18 in HLA-DRB1*04:01 binding peptides. On the other hand, in case of HLA-DRB1*04:01 

non-binding peptides,  ‘P’ is preferred at position 2; positions 4, and 5, are most preferred by positive 

amino acid ‘K’ ; position 10 also preferred by positive charged residues ‘K/R’; and positions 14-19 

showed abundance for residues ‘A/L’.  

 

Figure 7: Positional preference representation using weblogo in a) HLA-DRB1*04:01 

binders, b) HLA-DRB1*04:01 non-binders 

 

4.3 Performance of models on composition based module 

We have calculated fifteen different types of features using composition based module 

of Pfeature (75) and used them to develop the prediction models  using eight different 

classifiers from sklearn (76) library of python. The models were developed by implementing 

classifiers like DT, RF, LR, KNN, XGB, GNB, ET, and SVC. The models were trained on the 

training dataset and external validated on the testing dataset of balanced,  alternate, and realistic 

dataset. Table 5 exhibits the performance of best performing model developed on training and 

validation dataset using different types of features is reported in terms of  sensitivity, specificity, 

accuracy, AUROC, F1-score, kappa , and MCC.  
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As shown in Table 5, extra-tree classifier based model developed on DPC features 

outperformed all the other models developed on other features, with AUROC of 0.92 on 

training and validation data of balanced dataset; 0.90 AUROC on training and validation data 

of alternate dataset; and AUROC of 0.96 on training and validation data of realistic dataset.  

CTC based model performed second best with AUROC of 0.90 on training and validation 

dataset respectively, for balanced dataset; alternated dataset was able to achieve AUROC of 

0.87 on training and validation dataset; and realistic dataset attains AUROC of 0.94 and 0.93 

on training and validation dataset, respectively. 
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Table 5: Performance measures for best performing model developed using fifteen different types composition based features calculated using 

Pfeature for balanced, alternate, and realistic dataset 

Features Dataset 
Balanced Dataset Alternate Dataset Realistic Dataset 

Sens Spec Acc AUC F1 K MCC Sens Spec Acc AUC F1 K MCC Sens Spec Acc AUC F1 K MCC 

AAC 
Train 79.43 77.91 78.67 0.88 0.79 0.57 0.57 77.37 76.65 77.01 0.86 0.77 0.54 0.54 83.53 83.98 83.93 0.92 0.57 0.48 0.52 

Test 81.07 75.36 78.21 0.88 0.79 0.56 0.57 77.04 76.77 76.91 0.85 0.77 0.54 0.54 84.26 84.12 84.14 0.92 0.58 0.49 0.53 

DPC 
Train 83.18 83.68 83.43 0.92 0.83 0.67 0.67 81.91 82.18 82.04 0.90 0.82 0.64 0.64 88.71 89.30 89.22 0.96 0.68 0.62 0.64 

Test 83.75 82.02 82.88 0.92 0.83 0.66 0.66 81.14 82.89 82.02 0.90 0.82 0.64 0.64 89.19 89.50 89.46 0.96 0.68 0.63 0.65 

ATC 
Train 56.78 55.61 56.20 0.59 0.57 0.12 0.12 59.13 61.10 60.11 0.64 0.60 0.20 0.20 55.68 60.64 60.00 0.62 0.26 0.08 0.11 

Test 55.98 54.26 55.12 0.58 0.56 0.10 0.10 58.54 63.29 60.92 0.64 0.60 0.22 0.22 58.42 59.91 59.72 0.62 0.27 0.09 0.12 

BTC 
Train 54.43 54.34 54.39 0.56 0.54 0.09 0.09 55.43 57.17 56.30 0.59 0.56 0.13 0.13 57.43 54.90 55.23 0.59 0.25 0.06 0.08 

Test 55.58 53.98 54.78 0.56 0.55 0.10 0.10 55.35 56.31 55.83 0.58 0.56 0.12 0.12 59.72 54.38 55.07 0.60 0.25 0.07 0.09 

PCP 
Train 71.75 72.85 72.30 0.80 0.72 0.45 0.45 74.12 72.46 73.29 0.81 0.74 0.47 0.47 76.11 77.00 76.89 0.85 0.46 0.34 0.39 

Test 73.22 70.86 72.04 0.80 0.72 0.44 0.44 71.95 71.06 71.51 0.80 0.72 0.43 0.43 77.79 77.16 77.24 0.85 0.47 0.35 0.40 

RRI 
Train 77.41 77.31 77.36 0.86 0.77 0.55 0.55 75.41 74.76 75.09 0.83 0.75 0.50 0.50 81.60 80.64 80.77 0.89 0.52 0.42 0.47 

Test 77.99 75.24 76.61 0.86 0.77 0.53 0.53 75.19 73.07 74.13 0.83 0.74 0.48 0.48 81.50 80.66 80.77 0.89 0.52 0.42 0.47 

DDOR 
Train 79.14 77.55 78.35 0.88 0.79 0.57 0.57 75.36 76.41 75.88 0.85 0.76 0.52 0.52 84.01 81.95 82.21 0.91 0.55 0.45 0.50 

Test 79.88 75.00 77.44 0.88 0.78 0.55 0.55 75.94 76.26 76.10 0.84 0.76 0.52 0.52 83.24 82.25 82.38 0.92 0.55 0.45 0.50 

SER Train 78.01 79.58 78.79 0.88 0.79 0.58 0.58 77.12 77.54 77.33 0.86 0.77 0.55 0.55 83.09 84.74 84.53 0.92 0.58 0.50 0.53 
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Test 79.76 77.13 78.45 0.87 0.79 0.57 0.57 77.48 76.26 76.87 0.85 0.77 0.54 0.54 84.77 84.00 84.10 0.92 0.58 0.49 0.53 

SEP 
Train 70.41 72.08 71.24 0.78 0.71 0.43 0.43 72.18 73.25 72.71 0.80 0.73 0.45 0.45 73.66 76.19 75.87 0.83 0.44 0.32 0.36 

Test 70.26 70.47 70.36 0.78 0.70 0.41 0.41 70.14 72.60 71.37 0.79 0.71 0.43 0.43 74.40 76.29 76.05 0.84 0.44 0.32 0.37 

CTC 
Train 80.99 80.94 80.96 0.90 0.81 0.62 0.62 78.67 79.13 78.90 0.87 0.79 0.58 0.58 86.45 87.65 87.50 0.94 0.64 0.57 0.60 

Test 80.87 78.43 79.65 0.90 0.80 0.59 0.59 77.36 78.23 77.80 0.87 0.78 0.56 0.56 85.60 87.88 87.59 0.93 0.64 0.57 0.60 

CeTD 
Train 75.94 77.84 76.89 0.85 0.77 0.54 0.54 73.97 75.09 74.53 0.83 0.74 0.49 0.49 82.54 80.24 80.53 0.90 0.52 0.42 0.47 

Test 75.27 75.91 75.59 0.85 0.76 0.51 0.51 72.62 74.76 73.69 0.82 0.73 0.47 0.47 82.49 80.47 80.73 0.90 0.52 0.42 0.47 

PAAC 
Train 79.50 77.93 78.71 0.88 0.79 0.57 0.57 77.31 77.32 77.31 0.86 0.77 0.55 0.55 84.03 83.98 83.98 0.92 0.57 0.49 0.53 

Test 80.36 75.91 78.13 0.88 0.79 0.56 0.56 76.69 77.45 77.07 0.85 0.77 0.54 0.54 84.22 85.05 84.95 0.92 0.59 0.51 0.54 

APAAC 
Train 79.71 78.86 79.28 0.88 0.79 0.59 0.59 77.04 78.44 77.74 0.86 0.78 0.56 0.56 84.37 84.59 84.56 0.92 0.58 0.50 0.54 

Test 80.16 76.22 78.19 0.88 0.79 0.56 0.56 77.12 78.63 77.87 0.86 0.78 0.56 0.56 84.30 85.49 85.34 0.93 0.60 0.52 0.55 

QSO 
Train 78.28 78.83 78.55 0.88 0.79 0.57 0.57 76.85 76.19 76.52 0.86 0.77 0.53 0.53 84.23 83.28 83.40 0.92 0.57 0.48 0.52 

Test 79.92 76.66 78.29 0.88 0.79 0.57 0.57 77.12 74.69 75.90 0.85 0.76 0.52 0.52 83.08 83.83 83.73 0.92 0.57 0.48 0.52 

SOCN 
Train 50.18 54.79 52.49 0.54 0.51 0.05 0.05 55.94 51.37 53.66 0.55 0.55 0.07 0.07 58.43 46.56 48.08 0.54 0.22 0.02 0.03 

Test 52.43 50.63 51.53 0.52 0.52 0.03 0.03 52.98 52.88 52.93 0.55 0.53 0.06 0.06 52.07 50.95 51.09 0.52 0.21 0.01 0.02 

*Sens: Sensitivity; Spec: Specificity; Acc: Accuracy; AUC: Area under the receiver operating characteristic curve; F1: F1 score; MCC: Matthews Correlation Coefficient; K: 

Cohen’s Kappa
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4.4 Performance of models on binary profile based module 

Similarly, we have generated the binary profiles for different patterns such as N9, C9, 

N9C9, and NC22, to develop the prediction models with the ability to classify HLA-

DRB1*04:01 binders. Table 6 represents the performance of best models developed by 

implementing classifiers for each pattern type. As shown in the Table 6, extra-tree classifier 

based model developed using pattern NC22 outperformed the other patterns with AUROC of 

0.90 on training and validation dataset for balanced dataset, 0.87 on training and validation 

dataset for alternate dataset, and 0.94 on training and validation dataset for realistic dataset. 

Followed by models developed on pattern N9C9 , for balanced dataset it attains the maximum 

AUROC of 0.87 and 0.86 on training and validation dataset, 0.85 for alternate dataset, and 0.90 

AUROC for the training and validation dataset of realistic dataset. Whereas, models developed 

on C9 feature performed slightly better than models developed on N9 feature, with AUROC of 

0.86, 0.84, and 0.90 on the training and validation dataset of balanced, alternate, and realistic 

dataset. Finally, models developed on N9 are the least performing with equal AUROC of 0.86 

on training and validation dataset of balanced dataset, equal AUROC of 0.83 on training and 

validation dataset of alternate dataset, and equal AUROC of 0.90 on training and validation 

dataset of realistic dataset. 
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Table 6: Performance measures for best performing model developed using four different types binary profile based features calculated using 

Pfeature for balanced, alternate, and realistic dataset 

Features Dataset 

Balanced Dataset Alternate Dataset Realistic Dataset 

Sens Spec Acc AUC F1 K MCC Sens Spec Acc AUC F1 K MCC Sens Spec Acc AUC F1 K MCC 

N9 

Train 76.91 76.74 76.82 0.86 0.77 0.54 0.54 74.92 74.82 74.87 0.83 0.75 0.50 0.50 82.63 81.20 81.38 0.90 0.53 0.43 0.48 

Test 77.99 76.46 77.22 0.86 0.77 0.54 0.55 75.15 73.98 74.56 0.83 0.75 0.49 0.49 83.16 81.31 81.55 0.90 0.54 0.44 0.49 

C9 

Train 76.81 77.22 77.01 0.86 0.77 0.54 0.54 75.75 75.70 75.73 0.84 0.76 0.52 0.52 81.78 80.19 80.39 0.90 0.52 0.41 0.46 

Test 77.08 75.79 76.44 0.86 0.77 0.53 0.53 75.62 74.57 75.09 0.84 0.75 0.50 0.50 82.05 80.86 81.01 0.90 0.53 0.43 0.47 

N9C9 

Train 77.79 79.50 78.65 0.87 0.79 0.57 0.57 76.98 76.75 76.86 0.85 0.77 0.54 0.54 81.05 82.82 82.59 0.90 0.54 0.45 0.49 

Test 77.12 78.43 77.78 0.86 0.78 0.56 0.56 78.15 77.21 77.68 0.85 0.78 0.55 0.55 79.68 84.38 83.78 0.90 0.56 0.47 0.50 

NC22 

Train 82.11 81.48 81.80 0.90 0.82 0.64 0.64 78.51 78.56 78.54 0.87 0.79 0.57 0.57 86.38 86.96 86.88 0.94 0.63 0.56 0.59 

Test 82.09 80.88 81.48 0.90 0.82 0.63 0.63 78.58 76.07 77.32 0.87 0.78 0.55 0.55 86.11 87.52 87.34 0.94 0.64 0.57 0.60 

*Sens: Sensitivity; Spec: Specificity; Acc: Accuracy; AUC: Area under the receiver operating characteristic curve; F1: F1 score; MCC: Matthews Correlation Coefficient; K: 

Cohen’s Kappa
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4.5 Performance of models on combined features 

Further, we have combined all the features to develop the vector of size 2832 for each 

peptide belong to different datasets and develop the prediction models using eight different 

classifiers by hyper-tuning the parameters to maximize the AUROC on the training dataset and 

validated on the testing dataset. Table 7 comprises the threshold-dependent and threshold-

independent performance measure of all the classifiers trained and tested on balanced, 

alternate, and realistic dataset. ET-based model developed using combined features 

outperformed all the other classifiers by attaining the maximum AUROC of 0.91 and 0.90 on 

training and validation dataset of balanced dataset, 0.88 on both the training and validation 

dataset of alternate dataset, and AUROC of 0.94 and 0.95 on the training and validation dataset 

of realistic dataset. Similarly, RF-based model also performed better in comparison to the other 

classifiers, with AUROC of greater than 0.92 on realistic dataset, >0.87 on balanced dataset, 

and AUROC >0.86 on alternate dataset; followed by XGB based model with AUROC >0.89 

on realistic, >0.86 on balanced, and >0.84 on alternate dataset.
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Table 7: Performance measures for all model developed using all classifiers on combined features for balanced, alternate, and realistic dataset 

Classifier Dataset 
Balanced Dataset Alternate Dataset Realistic Dataset 

Sens Spec Acc AUC F1 Kappa MCC Sens Spec Acc AUC F1 Kappa MCC Sens Spec Acc AUC F1 Kappa MCC 

DT 
Train 70.23 65.87 68.05 0.68 0.69 0.36 0.36 69.01 64.65 66.83 0.67 0.68 0.34 0.34 46.49 92.17 86.32 0.69 0.47 0.39 0.39 

Test 69.59 65.66 67.62 0.68 0.68 0.35 0.35 68.80 64.35 66.58 0.67 0.67 0.33 0.33 46.08 91.72 85.87 0.69 0.46 0.37 0.37 

RF 
Train 79.94 78.85 79.40 0.88 0.80 0.59 0.59 76.91 76.62 76.76 0.85 0.77 0.54 0.54 84.97 82.98 83.24 0.92 0.57 0.48 0.52 

Test 80.55 77.17 78.86 0.87 0.79 0.58 0.58 76.49 77.21 76.85 0.85 0.77 0.54 0.54 85.13 82.77 83.07 0.92 0.56 0.47 0.52 

LR 
Train 62.29 62.69 62.49 0.67 0.62 0.25 0.25 66.79 65.62 66.21 0.71 0.66 0.32 0.32 63.85 62.52 62.69 0.68 0.31 0.14 0.18 

Test 63.35 59.19 61.27 0.66 0.62 0.23 0.23 64.30 65.85 65.08 0.70 0.65 0.30 0.30 64.77 61.76 62.14 0.68 0.31 0.14 0.18 

XGB 
Train 77.54 77.75 77.64 0.86 0.78 0.55 0.55 76.86 76.71 76.78 0.85 0.77 0.54 0.54 82.12 80.81 80.98 0.90 0.53 0.43 0.47 

Test 79.01 78.00 78.51 0.86 0.79 0.57 0.57 76.29 76.22 76.26 0.84 0.76 0.53 0.53 80.99 80.29 80.38 0.89 0.51 0.41 0.46 

KNN 
Train 57.94 54.99 56.47 0.59 0.57 0.13 0.13 64.10 52.38 58.24 0.61 0.61 0.17 0.17 62.92 56.57 57.38 0.62 0.27 0.09 0.13 

Test 56.65 53.55 55.10 0.57 0.56 0.10 0.10 62.92 52.29 57.60 0.61 0.60 0.15 0.15 63.16 56.34 57.21 0.62 0.27 0.09 0.13 

GNB 
Train 63.41 63.33 63.37 0.68 0.63 0.27 0.27 63.09 71.52 67.30 0.70 0.66 0.35 0.35 64.52 64.58 64.57 0.69 0.32 0.16 0.20 

Test 65.09 61.87 63.48 0.68 0.64 0.27 0.27 62.68 71.77 67.23 0.70 0.66 0.34 0.35 63.35 64.49 64.34 0.69 0.31 0.15 0.19 

ET 
Train 82.18 81.95 82.07 0.91 0.82 0.64 0.64 78.80 80.05 79.42 0.88 0.79 0.59 0.59 86.68 87.28 87.20 0.94 0.63 0.56 0.60 

Test 82.01 80.56 81.29 0.90 0.81 0.63 0.63 78.58 80.24 79.41 0.88 0.79 0.59 0.59 86.43 87.62 87.47 0.95 0.64 0.57 0.60 

SVC 
Train 57.46 47.80 52.63 0.54 0.55 0.05 0.05 55.55 53.13 54.34 0.57 0.55 0.09 0.09 56.44 47.20 48.38 0.54 0.22 0.02 0.02 

Test 56.61 47.95 52.28 0.54 0.54 0.05 0.05 55.70 55.05 55.37 0.58 0.56 0.11 0.11 53.61 51.91 52.13 0.54 0.22 0.03 0.04 

* Sens: Sensitivity; Spec: Specificity; Acc: Accuracy; AUC: Area under the receiver operating characteristic curve; F1: F1 score; MCC: Matthews Correlation Coefficient; K: 

Cohen’s Kappa
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4.6 Performance of models on selected features 

In the machine learning based prediction methods selecting the appropriate number of 

features is the key step in training a model, as it reduces the time for training exponentially and 

moreover avoid the curse of over-fitting and large dimensions of features. Hence, it is a very 

crucial step. There are ample of feature selection method exists in the literature. We have 

implemented the SVC-L1 based feature selection technique. SVC-L1 stands for support vector 

classifier with linear kernel and L1 penalty regularization. The reason of using this method is 

its algorithm in which it applies various methods to select the best performing features, 

moreover, it’s processing is quite faster than other methods. It minimizes the objective function 

which is the result of the loss function and regularization. 

Based on this technique, we left with 125 features in case of balanced dataset, 131 

features for alternate, and 258 features were selected in realistic dataset. Table 8 contains the 

performance measures such as sensitivity, specificity, accuracy, F1, kappa, MCC and AUROC 

for the models developed using eight classifiers for each dataset. Among all the classifiers, ET-

based model has outperformed in each dataset with AUROC 0.90 on training as well as on 

validation dataset of the balanced dataset, AUROC 0f 0.88 and 0.87 on training and validation 

of alternate dataset, and AUROC of 0.95 on both training and validation dataset of the realistic 

dataset. RF-based model also performed equivalently with AUROC of 0.87 in balanced 

dataset, >0.84 in alternate dataset, and 0.92 in the realistic dataset. Whereas, models developed 

using classifiers DT, LR, KNN, GNB, and SVC performed poorly in terms of all the considered 

parameters.
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Table 8: Performance of various classifiers after reducing the features using SVC-L1 

Classifier Dataset 
Balanced Dataset Alternate Dataset Realistic Dataset 

Sens Spec Acc AUC F1 Kappa MCC Sens Spec Acc AUC F1 Kappa MCC Sens Spec Acc AUC F1 Kappa MCC 

DT 
Train 68.40 65.51 66.95 0.67 0.67 0.34 0.34 67.04 62.81 64.92 0.65 0.66 0.30 0.30 45.85 91.91 86.01 0.69 0.46 0.38 0.38 

Test 68.21 64.71 66.46 0.67 0.67 0.33 0.33 66.51 63.49 65.00 0.65 0.66 0.30 0.30 45.84 92.02 86.11 0.69 0.46 0.38 0.38 

RF 
Train 79.49 77.98 78.73 0.87 0.79 0.58 0.58 76.29 75.56 75.93 0.85 0.76 0.52 0.52 85.41 83.31 83.58 0.92 0.57 0.48 0.53 

Test 79.76 76.77 78.27 0.87 0.79 0.57 0.57 76.25 75.91 76.08 0.84 0.76 0.52 0.52 85.37 83.54 83.77 0.92 0.57 0.49 0.53 

LR 
Train 63.53 63.94 63.74 0.69 0.64 0.28 0.28 64.83 66.63 65.73 0.71 0.65 0.32 0.32 67.43 67.89 67.83 0.74 0.35 0.20 0.25 

Test 62.72 61.95 62.34 0.67 0.63 0.25 0.25 63.83 66.84 65.33 0.71 0.65 0.31 0.31 65.44 67.43 67.18 0.73 0.34 0.18 0.23 

XGB 
Train 74.79 75.65 75.22 0.83 0.75 0.50 0.50 74.42 74.69 74.56 0.82 0.75 0.49 0.49 79.93 79.97 79.96 0.88 0.51 0.40 0.45 

Test 74.28 74.61 74.44 0.82 0.74 0.49 0.49 73.96 74.84 74.40 0.82 0.74 0.49 0.49 77.91 79.54 79.33 0.87 0.49 0.38 0.43 

KNN 
Train 56.53 55.63 56.08 0.58 0.56 0.12 0.12 63.06 51.78 57.42 0.60 0.60 0.15 0.15 80.67 70.60 71.89 0.82 0.42 0.29 0.36 

Test 55.66 54.97 55.32 0.57 0.56 0.11 0.11 62.64 53.98 58.31 0.61 0.60 0.17 0.17 80.51 70.36 71.66 0.81 0.42 0.29 0.35 

GNB 
Train 64.43 64.29 64.36 0.70 0.64 0.29 0.29 67.14 67.08 67.11 0.72 0.67 0.34 0.34 65.62 65.52 65.53 0.71 0.33 0.17 0.21 

Test 64.93 62.19 63.56 0.68 0.64 0.27 0.27 65.01 66.88 65.94 0.71 0.66 0.32 0.32 65.52 64.88 64.96 0.70 0.32 0.16 0.21 

ET 
Train 81.75 80.51 81.13 0.90 0.81 0.62 0.62 78.53 79.43 78.98 0.88 0.79 0.58 0.58 87.24 87.37 87.36 0.95 0.64 0.57 0.60 

Test 82.17 78.55 80.36 0.90 0.81 0.61 0.61 77.95 78.75 78.35 0.87 0.78 0.57 0.57 87.57 88.11 88.04 0.95 0.65 0.59 0.62 

SVC 
Train 57.37 47.16 52.27 0.54 0.55 0.05 0.05 54.91 52.99 53.95 0.56 0.54 0.08 0.08 73.21 74.34 74.19 0.82 0.42 0.29 0.34 

Test 56.37 47.71 52.04 0.53 0.54 0.04 0.04 55.62 54.81 55.22 0.57 0.55 0.10 0.10 72.27 75.69 75.25 0.82 0.43 0.30 0.35 

* Sens: Sensitivity; Spec: Specificity; Acc: Accuracy; AUC: Area under the receiver operating characteristic curve; F1: F1 score; MCC: Matthews Correlation Coefficient; K: Cohen’s Kappa
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4.7 Performance of hybrid model 

On observing the results of various machine learning classifiers on different type of 

features, it was found that models developed on realistic dataset has surpassed the performance 

of other generated dataset. NC22 feature based ET classifier model performed with the AUROC 

of 0.94 on both training and validation dataset; the AUROC increased to 0.95 on validation 

dataset when all the features were combined; on selecting the relevant features using SVC-L1 

the AUROC on training dataset reaches 0.95. On observing all the results, it is found that ET-

based model developed on DPC features outperformed all the other features with AUROC of 

0.96 on training as well as on validation dataset. Hence, we combined ET-based model of DPC 

with similarity search using BLAST (77), and called it as hybrid model, in order to improve 

the performance. 

We have implemented BLAST with varying e-value in order to find the optimal value at 

which we can achieve the maximum AUROC. Table 9 captures the results for each dataset at 

different e-values for training as well as validation dataset. We varied the e-value from  1.00e-

06 to 1.00e+02 and attained the maximum AUROC of 0.98 and 0.99 on training and validation 

dataset, respectively at e-value 1.00e+00 on the realistic dataset, followed by AUROC of 0.93 

on balanced dataset, and alternate dataset is able to achieve AUROC>0.92 in training as well 

as validation dataset. There is significant amount of improvement in all the performance 

measure after combining machine learning model with similarity search. The same model has 

been implemented at the backend of the server and respective standalone packages.
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Table 9:  Performance of hybrid model at different e-values on training and testing dataset 

E-value Dataset 
Balanced Dataset Alternate Dataset Realistic Dataset 

Sens Spec Acc AUC F1 K MCC Sens Spec Acc AUC F1 K MCC Sens Spec Acc AUC F1 K MCC 

1.00E-06 
Train 83.41 82.56 82.99 0.92 0.83 0.66 0.66 81.53 82.85 82.19 0.90 0.82 0.64 0.64 88.47 89.07 88.99 0.95 0.67 0.61 0.64 

Test 85.05 81.06 83.06 0.92 0.83 0.66 0.66 82.92 80.67 81.79 0.90 0.82 0.64 0.64 88.32 89.77 89.58 0.95 0.68 0.63 0.65 

1.00E-05 
Train 83.34 82.68 83.01 0.92 0.83 0.66 0.66 81.63 82.87 82.25 0.90 0.82 0.65 0.65 88.94 88.27 88.35 0.95 0.66 0.60 0.63 

Test 85.13 81.41 83.27 0.92 0.84 0.67 0.67 83.35 80.67 82.01 0.91 0.82 0.64 0.64 89.56 89.33 89.36 0.95 0.68 0.62 0.65 

1.00E-04 
Train 83.46 82.76 83.11 0.92 0.83 0.66 0.66 81.86 82.89 82.38 0.90 0.82 0.65 0.65 88.21 88.95 88.86 0.95 0.67 0.61 0.63 

Test 85.09 82.03 83.56 0.93 0.84 0.67 0.67 84.01 80.71 82.36 0.91 0.83 0.65 0.65 88.90 90.32 90.14 0.95 0.70 0.64 0.66 

1.00E-03 
Train 83.85 82.87 83.36 0.92 0.83 0.67 0.67 82.42 82.95 82.68 0.91 0.83 0.65 0.65 88.89 88.60 88.64 0.95 0.67 0.60 0.63 

Test 85.40 81.99 83.70 0.93 0.84 0.67 0.67 84.47 80.86 82.67 0.91 0.83 0.65 0.65 89.33 90.25 90.13 0.96 0.70 0.64 0.67 

1.00E-02 
Train 84.34 83.05 83.69 0.93 0.84 0.67 0.67 83.46 82.97 83.22 0.91 0.83 0.66 0.66 89.33 88.46 88.57 0.96 0.67 0.60 0.63 

Test 86.18 82.45 84.32 0.93 0.85 0.69 0.69 85.68 80.75 83.21 0.92 0.84 0.66 0.67 89.67 90.24 90.17 0.96 0.70 0.64 0.67 

1.00E-01 
Train 84.28 84.50 84.39 0.93 0.84 0.69 0.69 84.36 84.79 84.57 0.92 0.85 0.69 0.69 89.31 88.26 88.40 0.96 0.66 0.60 0.63 

Test 86.37 83.50 84.94 0.94 0.85 0.70 0.70 87.03 83.00 85.02 0.93 0.85 0.70 0.70 89.64 90.21 90.14 0.96 0.70 0.64 0.67 

1.00E+00 
Train 85.01 84.35 84.68 0.93 0.85 0.69 0.69 85.52 84.02 84.77 0.92 0.85 0.70 0.70 89.31 88.26 88.40 0.98 0.66 0.60 0.63 

Test 87.19 83.77 85.48 0.94 0.86 0.71 0.71 88.32 82.30 85.31 0.93 0.86 0.71 0.71 89.64 90.21 90.14 0.99 0.70 0.64 0.67 

1.00E+01 
Train 84.81 84.74 84.78 0.93 0.85 0.70 0.70 85.05 84.60 84.82 0.92 0.85 0.70 0.70 88.57 88.42 88.44 0.96 0.66 0.60 0.63 

Test 86.65 85.05 85.85 0.94 0.86 0.72 0.72 87.62 84.67 86.14 0.93 0.86 0.72 0.72 90.02 89.33 89.42 0.96 0.69 0.63 0.65 

1.00E+02 
Train 83.95 85.70 84.82 0.93 0.85 0.70 0.70 84.33 84.20 84.26 0.92 0.84 0.69 0.69 89.82 89.56 89.59 0.96 0.69 0.63 0.66 

Test 85.37 85.56 85.46 0.94 0.85 0.71 0.71 87.15 82.84 85.00 0.93 0.85 0.70 0.70 90.06 89.80 89.83 0.96 0.69 0.64 0.66 

* Sens: Sensitivity; Spec: Specificity; Acc: Accuracy; AUC: Area under the receiver operating characteristic curve; F1: F1 score; MCC: Matthews Correlation Coefficient; K: Cohen’s kappa
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4.8 Motif analysis 

In this study, we have implemented MERCI software with default parameters to obtain 

the specific regions i.e. motifs from the realistic dataset which are highly specific to HLA-

DRB1*04:01 binders but absent in non-binder, similar procedure was repeated for non-binders 

where we searched for non-binder specific motifs which are exclusively present in the binders 

and absent in the binder sequences.  In Table 10, we have reported motifs specific to binders 

and non-binders along with their coverage in the positive and negative dataset. Residue T, V, 

F, P, Q, and T are dominant in binders, where residue D, Y, and K covers the most of the motifs. 

 

Table 10: Exclusive motifs specific to HLA-DRB1*04:01 binder and non-binders 

HLA-DRB1*04:01 Binders HLA-DRB1*04:01 Non-binders 

Motif # Sequences Coverage Motif # Sequences Coverage 

A-F-V-K-D 56 56 Y-D-G-K-D 335 335 

V-A-F-V-K-D 53 109 Y-D-G-K-D-Y 315 650 

 D-V-A-F-V-K-D 49 158 A-Y-D-G-K-D 293 943 

F-T-P-E-T 46 204 R-K-W-E-A 276 1219 

F-T-P-E-T-N 46 250 A-Y-D-G-K-D-Y 274 1493 

F-T-P-E-T-N-P 46 296 R-K-W-E-A-A 251 1774 

T-P-E-T-N 46 342 S-D-H-E 249 1993 

T-P-E-T-N-P 46 388 Y-D-G-K-D-Y-I 243 2236 

D-Q-T-V-I 45 433 Y-D-G-K-D-Y-I-A 236 2472 

D-Q-T-V-I-Q 45 478 Y-D-G-K-D-Y-I-A-L 236 2708 

F-V-K-D-Q 45 523       

F-V-K-D-Q-T 45 568       

F-V-K-D-Q-T-V 45 613       

F-V-K-D-Q-T-V-I 45 658       

F-V-K-D-Q-T-V-I-Q 45 703       

I-F-T-P-E 45 748       

I-F-T-P-E-T 45 793       

I-F-T-P-E-T-N 45 838       

I-F-T-P-E-T-N-P 45 883       

K-D-Q-T-V-I 45 928       

K-D-Q-T-V-I-Q 45 973       

S-I-F-T-P 45 1018       

S-I-F-T-P-E 45 1063       

S-I-F-T-P-E-T 45 1108       

S-I-F-T-P-E-T-N 45 1153       

S-I-F-T-P-E-T-N-P 45 1198       



 43 

V-K-D-Q-T 45 1243       

V-K-D-Q-T-V 45 1288       

V-K-D-Q-T-V-I 45 1333       

V-K-D-Q-T-V-I-Q 45 1378       

 

4.9 Comparison with the existing methods 

In order to understand the pros and cons of a newly developed method, it is of utter 

importance to compare its performance with the existing methods. Since, HLADR4Pred2 is an 

update of HLADR4Pred (37), hence its comprehensive comparison is required to understand 

the advantages of the newer version over older versions. Table 11 accumulates differences in 

the HLADR4Pred and HLADR4Pred2 at the level of dataset, implemented features, prediction 

approach, webserver and standalone. In the newer version, we have used the dataset with 

varying length i.e. 9-22 amino acids, whereas the older version was developed on the peptides 

having length of 9 residues. In terms of dataset size, HLADR4Pred was developed using 567 

HLA-DRB1*04:01 binding peptides, on the other hand, HLA-DR4Pred2.0 is developed using 

12676 HLA-DRB1*04:01 binders i.e. 22 times more data was used in the newer version. 

Moreover, older version was developed by using binary profile as the input feature where we 

have used dipeptide composition. We have developed the hybrid model by combining machine 

learning and similarity approach using BLAST, but older version was developed using machine 

learning algorithms only, i.e. support vector machine (SVM) and artificial neural network 

(ANN). We have also provided the option make the prediction on similarity search only, where 

an uncharacterized peptide can be assigned as HLA-DRB1*04:01 binder if a hit in found in 

our customized database else will be assigned as non-binder if no hit is found. 

While considering the webserver, older version is not compatible with the smart devices 

of today’s world while the new version is compatible with all the modern devices. Other than 

that we extracted the motifs using MERCI software which are specific to the HLA-

DRB1*04:01 binders and used them for making prediction for the unseen data. We have 

increased the services to the community too, as both the versions have the predict module but 

along with that in the newer version we have also provided the facilities like scanning of the 

proteins to search binding regions, designing of binders, prediction using BLAST and motif 

search. Moreover, we have given the Perl and python-based standalone which can be used in 

the absence of internet or for the bulk dataset that may take longer time on the webserver. We 

have compiled the comparison between the older and newer version of HLADR4Pred in Table 
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11. In a nutshell, HLADR4Pred2 has number of novel features in terms of facilities as well as 

algorithm. 

Table 11:  Extensive comparison between HLADR4Pred and HLADR4Pred2 

S.No. HLADR4Pred HLADR4Pred2 

Dataset 

1 
567 HLA-DRB1*04:01 binders and 567 

non-binders 

12676 HLA-DRB1*04:01 binders and 

86300 non-binders 

2 Peptides with length 9 amino acids Peptides with length 9-22 amino acids 

Features 

3 Binary profile Dipeptide composition 

4 No similarity search was performed Similarity search was performed 

Algorithm 

5 SVM and ANN based model Extra-tree classifier was implemented 

6 
Only ML based model was 

implemented 

Hybrid model with ML + BLAST was 

implemented 

Webserver 

7 Non-responsive template Responsive template 

8 Not compatible with modern devices 
Compatible with all modern day 

devices 

9 No facility of scanning or designing 
Options of scanning and designing are 

provided 

10 No similarity search option  

BLAST search against database made 

up of HLA-DRB1*04:01 binding 

peptides  

11 No motif search was performed 
Facility with motif scan based 

prediction is available  

Standalone 

12 No standalone is available 
Python- and Perl-based standalone is 

available 

13 No GitHub repository is provided 
GitHub repository is available with 

standalone 

14 
No docker based distribution is 

available 

Docker based option is available via 

GPSRdocker 

 

Other than HLADR4Pred, there are number of other methods with the ability to predict the 

binders for HLA-class II alleles. Hence, it is crucial to benchmark the performance of the other 

existing methods with HLADR4Pred2. For that purpose, we have taken out the validation 

dataset and tested the performance of the existing methods on the same. Propred is able to 

predict the HLA-DR binding sites and able to achieve 55.26% accuracy with AUROC 0.74, 

where NetMHCIIpan 4.0 achieved accuracy 65.82% with AUROC 0.72, followed by 

TEPITOPE with accuracy of 67.75% with balanced sensitivity and specificity, SMM-align 
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predicts the MHC class II binding affinity using stabilization matrix alignment method 

achieved accuracy of 67.95%. Artificial neural network based method i.e. NNAlign develop 

the model on sequence motifs detected in the training data, attained the accuracy of 68.64%, 

followed by consensus IEDB method with uses the consensus of SMM-Align, NNAlign, and 

Sturniolo method to calculate the adjusted rank based on which the predictions are made and 

it attained the accuracy of 69.41% on the independent dataset. Finally, older version of 

HLADR4Pred2 achieved the accuracy of 75.04 with AUROC 0.69, but the difference between 

sensitivity and specificity is significant. Our new approach has outperformed all the existing 

with methods with AUROC of 0.961 and accuracy 87.39%. These results showed that 

HLADR4Pred2 is an reliable method which has outperformed the other methods on the 

independent dataset which was not used while training or testing the model. 

 

Table 12:  Comparison of HLADR4Pred2 approach with the existing methods 

Methods Sensitivity Specificity Accuracy AUROC F1-score Kappa MCC 

Propred 78.378 44.156 55.263 0.735 0.532 0.181 0.219 

NetMHCIIpan 4.0 65.249 66.253 65.819 0.717 0.623 0.311 0.313 

TEPITOPE 68.278 67.336 67.747 NA 0.297 0.347 0.353 

SMM-Align 68.535 67.495 67.948 NA 0.292 0.357 0.358 

NNAlign 68.946 68.410 68.643 NA 0.288 0.367 0.371 

Consensus IEDB 69.409 69.404 69.406 NA 0.283 0.380 0.385 

Hladr4pred 54.098 79.447 75.036 0.690 0.430 0.279 0.289 

HLADR4Pred2 89.640 90.213 90.143 0.988 0.859 0.745 0.746 

 

4.10 Case Study: HLA-DRB1*04:01-binders in COVID-19 variants 

Recent studies report that HLA-DRB1*04:01 binding sites are associated with the severity 

of COVID-19 patients (79–81). The mutations associated with spike protein in COVID-19 

variants can alter the binding of peptides (82,83). In order to understand the effect of mutations 

in different variants of COVID-19 with the HLA-binding peptides, we utilized “SCAN” 

module of our HLA-DR4Pred 2.0 server 

(https://webs.iiitd.edu.in/raghava/hladr4pred2/scan.php ).  First we created mutated proteins of 

COVID-19 variants using the reference spike protein sequence. As reported in Centres for 

Disease Control and Prevention (CDC portal) [https://www.cdc.gov/hai/data/portal/], the alpha 

variant possess seven mutation named as N501Y, A570D, D613G, P681H, T716I, D981A and 

D1118H, whereas beta variant in corporate D80A, D215G, K417N, E484K, N501Y, D614G, 

A701V, L18F and R246I mutations. Similarly, spike protein of delta variant incorporates 

https://webs.iiitd.edu.in/raghava/hladr4pred2/scan.php


 46 

T19R, T95I, G142D, R158G, L452R, T478K, D614G, L681R and D950N mutations. 

Recently, reported COVID-19 variant Omicron possess highest number of mutations i.e., 30 

mutations in spike protein A67V, del 69-70, T95I, G142D, del 143-145, del 211, L212I, 

ins214EPE, G339D, S371L, S373P, S375F, K417N, N440K, G446S, S477N, T478K, E484A, 

Q493K, G496S, Q498R, N501Y, Y505H, T547K, D614G, H655Y , N679K, P681H, N764K, 

D796Y , N856K, Q954H, N969K, L981F. Currently, we created the mutated proteins of 

different variants of COVID-19 and predict the binding peptides and effect of mutation on 

bindings in different COVID variants. We observed that in alpha variant (D981A and D613G), 

beta variant (D80A),  gamma variant (D137Y), delta variant (G142D, L681R) and omicron 

associated mutations alter the nature of HLA-binding peptides to non-binders or vice versa, as 

shown in Table 13. 

Table 13:  Alterations in the binding peptides of  HLA-DRB1*04:01 by mutations in Spike 

protein of SARS-CoV-2 variants  

COVID-19  

Variants 
Mutation Reference peptide Mutated Peptide 

Prediction (Binder/Non-Binder) 

Reference Mutated 

Alpha 
D981A 

SGTNGTKRFDNPVLP SGTNGTKRFANPVLP Binder Non-Binder 

GTNGTKRFDNPVLPF GTNGTKRFANPVLPF Binder Non-Binder 

TNGTKRFDNPVLPFN TNGTKRFANPVLPFN Binder Non-Binder 

RFDNPVLPFNDGVYF RFANPVLPFNDGVYF Non-Binder Binder 

FDNPVLPFNDGVYFA FANPVLPFNDGVYFA Non-Binder Binder 

D614G RDLPQGFSALEPLVD RGLPQGFSALEPLVD Non-Binder Binder 

Beta D80A 

SGTNGTKRFDNPVLP SGTNGTKRFANPVLP Binder Non-Binder 

GTNGTKRFDNPVLPF GTNGTKRFANPVLPF Binder Non-Binder 

TNGTKRFDNPVLPFN TNGTKRFANPVLPFN Binder Non-Binder 

RFDNPVLPFNDGVYF RFANPVLPFNDGVYF Non-Binder Binder 

FDNPVLPFNDGVYFA FANPVLPFNDGVYFA Non-Binder Binder 

Gamma D137Y 

VIKVCEFQFCNDPFL VIKVCEFQFCNYPFL Binder Non-Binder 

IKVCEFQFCNDPFLG IKVCEFQFCNYPFLG Binder Non-Binder 

CNDPFLGVYYHKNNK CNYPFLGVYYHKNNK Binder Non-Binder 

NDPFLGVYYHKNNKS NYPFLGVYYHKNNKS Binder Non-Binder 

Delta 
G142D NDPFLGVYYHKNNKS NDPFLDVYYHKNNKS Non-Binder Binder 

L681R YLYRLFRKSNLKPFE YRYRLFRKSNLKPFE Non-Binder Binder 

Omicron 

Del 68-

69, 141, 
142, 144, 

210 

GTNGTKRFDNPVLPF NGTKRFDNPVLPFND Binder Non-Binder 

TNGTKRFDNPVLPFN GTKRFDNPVLPFNDG Binder Non-Binder 

GTKRFDNPVLPFNDG KRFDNPVLPFNDGVY Non-Binder Binder 

KRFDNPVLPFNDGVY FDNPVLPFNDGVYFA Binder Non-Binder 

RFDNPVLPFNDGVYF DNPVLPFNDGVYFAS Non-Binder Binder 

FDNPVLPFNDGVYFA NPVLPFNDGVYFAST Non-Binder Binder 
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5.1 Webserver Architecture 

We have developed the user-friendly updated version of our old webserver 

HLADR4Pred, and named it as HLADR4Pred 2.0 to predict, scan, and design the HLA-

DRB1*04:01 binding peptides. The front-end of the webserver was developed using HTML 

(v5), PHP (v7), CSS (v3), and JavaScript (v 1.8). The backend of the server uses Perl and 

python 3.6. The server is developed on a Linux (Ubuntu v14.04.6) and based on responsive 

template that is the resolution gets adjusted as per the screen size. The compatibility of the 

server is tested and found out to be compatible with all the modern devices like mobile, tablet, 

laptop, iMac, and desktop. The server incorporates six major modules such as predict, scan, 

design, blast, motif-scan, and standalone. 

 

5.2 Webserver Implementation 

In order to serve the scientific community, we have developed an easy-to-use webserver using 

HTML5, CSS3, PHP7, and JavaScript and named it HLA-DR4Pred 2.0 which is available at  

https://webs.iiitd.edu.in/raghava/hladr4pred2/. There are six major modules in the server such 

as, “PREDICT”, “SCAN”, “DESIGN”, “BLAST”, “MOTIF-SCAN”, and “STANDALONE”. 

The description of each module in provided below. 

a) PREDICT: This module allows users to predict the potential of an uncharacterized peptide 

to a HLA-DRB1*04:01 binder. It allows to provide either paste or upload a file containing 

single or multiple peptide sequences in FASTA format with length between 9 - 22. This 

module also permits to choose a desired threshold for prediction along with 

physicochemical properties to be displayed. The resulting page exhibits the score(s) and 

prediction which can be downloadable in the .csv format. 

 

b) SCAN: This module allows user to provide sequences with length more than 22, which is a 

constraint in the predict module. In this module, users are allowed to paste or upload a 

sequence file in FASTA format. Users are asked to choose a desired window size on which 

the overlapping patterns are generated from the input sequence(s) and used them to make 

predictions. The users are allowed to choose the output format as graphical or tabular. The 

graphical output page highlights the binders in the submitted sequences. The tabular output 

page provides the start and end position of the generated patterns along with score and 

prediction as binder or non-binder based on the selected threshold. Users can download that 

results in the .csv format. 

https://webs.iiitd.edu.in/raghava/hladr4pred2/
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c) DESIGN: The design method permits users to generate all the possible mutants of an input 

sequence by mutating each residue at a time and use the same to predict if the mutated 

pattern is a binder or not. This module comes with the restriction of length between 9-22. 

Users are allowed to submit sequences in the FATSA format only in the text or file form 

which can be uploaded. The result will exhibit the occurred mutation with wildtype to 

mutant residue along with the position at which it occurred. The output page is 

downloadable in the .csv format. Figure 8 exhibits the function of three major modules such 

as “predict”, “scan” and “design”. It exhibits the input as well as the output page of each 

module. 

 

 

Figure 8: Usage of predict, scan, and design module of HLADR4Pred 2.0 

 

d) BLAST: In the present module, user can make the predictions if a submitted sequence(s) is 

a binder or non-binder by performing similarity search using BLAST. The page permits to 

choose a desired e-value on which the prediction will be made as binder if a hit is found in 

the custom database else predicted as non-binder. This module takes the input sequence(s) 

in the FASTA format and the output page is downloadable in the .csv format. 
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e) MOTIF-SCAN: In this approach HLA-DRB1*04:01 binding motifs are searched in the 

input sequences and the predicted as binder if the motifs is found else designated as non-

binder. This module also allows to choose ten different physicochemical properties to be 

calculated as displayed. The result page provides the prediction for each submitted 

sequence, and it permits to download the results in the .csv format. Figure 9 shows the usage 

of  modules based on similarity and motif search such as BLAST AND MOTIF-SCAN, 

respectively. It exhibits the input and output page of each module. 

 

 

Figure 9: Usage of BLAST and Motif-scan module of HLADR4Pred 2.0 
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f) STANDALONE: We have developed python- and Perl based standalone which users can 

use in their local machines in the absence of the internet or for large number of sequences 

which may take large amount of time on webserver. The standalone is available for 

download at webserver(https://webs.iiitd.edu.in/raghava/hladr4pred2/standalone.php) and 

at GitHub(https://github.com/raghavagps/hladr4pred2). The same standalone is also 

available through docker facility via GPSRdocker package (84). 

 

5.3 Standalone Development and Implementation 

The entire data analysis and prediction pipeline was coded in Python 3.8.5 using scikit-

learn (76)⁠ library for the development of prediction models using different classifiers, ‘pandas’ 

library was used to load and pre-process the data. Webserver comes with some restrictions due 

to space and computational power issues, make it not suitable to run or submit huge datasets 

which may take longer computational time. Moreover, the availability of internet is necessary 

to use the facilities on the webserver. To handle such challenges, we have developed standalone 

in two different programming languages such as Python and Perl, which are checked on 

different operating systems such as windows, Linux, and macOS. Moreover, to save users from 

the installation of complex libraries/dependencies, we have incorporate the same package in 

docker facility which can be used via GPSRdocker (84).  

 The standalone version of HLADR4Pred2 is easy-to-use, which takes the fasta file 

comprising peptide(s) as the input and provides the output in the .csv format. Figure 10 

represents the usage of python-based standalone, in which user can get the complete help using 

command “python hladr4pred2.py -h”. The only required argument in the standalone is the 

input file comprising of peptide sequences, where rest of the arguments are optional. It takes 

input file with ‘-i’ tag, ‘-o’ tag to define the output file name, if -o tag is not given, it stores the 

output with filename outfile.csv. Moreover, there are three types of jobs a user can give such 

as “predict”, “scan”, and “design” which works exactly same as in the webserver. This method 

also allow users to set a threshold using “-t” tag as per their wish, if not given it takes the 

default value of 0.16. Python-based standalone also takes window length of the peptide as an 

input under “-w” tag, it is an essential argument while using performing the job of scanning in 

longer sequences. Finally, “-d” tag is responsible for the display function and it takes input as 

1 or 2, where 1 only stores/display binders sequences among the submitted sequences and 

option 2 provides the prediction of each sequence submitted as the query. 

https://webs.iiitd.edu.in/raghava/hladr4pred2/standalone.php
https://github.com/raghavagps/hladr4pred2


 52 

 

Figure 10: Usage of python-based standalone of HLA-DR4Pred2.0 

 

 Similarly, Perl-based standalone also works with tag like ‘-i’, ‘-o’, ‘-t’, ‘-m’ and ‘-s’ as 

shown in Figure 11 which displays the entire usage. The ‘-i’ defines the input file in fasta 

format, ‘-o’ is for defining the output filename in which the results will be stored, ‘-t’ defines 

the threshold, ‘-m’ is to provides the method such as 1 for prediction, 2 for scanning, and 3 for 

designing the binders, and ‘-s’ defines the scan length used in the scanning module using which 

the overlapping patterns of a longer peptide/protein will be generated to make the predictions. 

Figure 11 also shows the example usage which as user can use to run the example provided 

along with the standalone. Similar options are given when user wants to use the docker version 

of HLADR4Pred2 by pulling the image of GPSRdocker (84). 

 

 

Figure 11: Usage of Perl-based standalone of HLA-DR4Pred2.0 
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HLA system is the major histocompatibility complex in humans and is the most import 

part of our immune system (6). HLA genes regulate the immune responses while infectious 

diseases and viral/pathogenic attack and provide protections (1,85–87). Due to high 

polymorphism, thousands of HLA alleles are reported in IMGT/HLA database (5), out of 

which few were associated with number of diseases. In the past few decades researches proves 

that one of the HLA-DR4 family allele HLA-DRB1*04 play major role in the regulation of 

immune responses and associated with several autoimmune disorders and COVID-19 severity 

(79,80,85,88). Therefore the identification of HLA-DRB1*04-binding peptides is very crucial 

for understanding the severity of autoimmune diseases (87,89,90). Therefore in the past a 

number of computational tools have been developed for the identification of HLA-binding 

peptides (64,91–94). These tools predict the binders against different HLA-alleles. In order to 

strengthen the previous studies and to improve the accuracy of prediction models we have 

developed a highly accurate method named “HLA-DR4Pred 2.0”.  

In the current study, we have extracted the experimentally validated HLA-DRB1*04:01 

binding and non-binding peptides from IEDB. A total of 12676 binders (i.e., positive dataset) 

and 86300 non-binders (i.e., negative dataset) collected for the development of prediction 

models. From amino acid composition we observed that, serine amino acid is highly prominent 

in the HLA-DRB1*04:01 binding peptides in comparison with non-binders. Positional analysis 

also revealed that Serine residue is predominantly located at 9th, 13th, 14th , 15th and 16th 

positions in positive dataset, whereas leucine highly conserved in negative datasets. Firstly we 

have computed various composition-based features (AAC, DPC, ATC, BTC, PCP, RRI, SER, 

DDOR, SEP, CTC, CeTD, PAAC, APAAC, QSO, SOCN) and binary profile based features 

using Pfeature standalone package. We have developed various machine learning models using 

eight different classifiers such as SVC, DT, RF, XGB, KNN, LR, ET,  and GNB. As shown in 

most of results developed on different feature in datasets, ET based models outperform the 

other classifiers. The performance on the realistic dataset has outperform the other datasets 

(Table 5,6,7,8,9). Similarly, in case of binary profile based features NC22   based models 

outperform the other patterns as shown in Table 6.  

The performance is in the terms of AUROC is 0.94 on training and validation datasets. 

While the performance on combined features in around 0.94 AUROC on training and 

validation realistic dataset. After selecting the best features we obtained highest AUROC of 

0.95 on training and validation dataset. We have observed that the DPC based models achieved 

the maximum AUROC of 0.96, accuracy is more than 89% on training and validation datasets 
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(Table 5). In order to achieve the maximum performance we have merged machine learning 

technique with similarity search using BLAST and attained 0.98 AUROC on training and 0.99 

on validation datasets. AUROC plots for best performing features in each feature type is 

provided in Figure 12.  

 

 

Figure 12: Comparison between the best performing features in each feature type 

 

To compare our performance of our model with the existing methods, we have 

considered seven different methods as shown in Table 12, and found out that HLA-DR4Pred2.0 

has outperformed all the other methods with AUROC of 0.961. In order to serve the scientific 

community we have developed a webserver and standalone package using the best features and 

classifiers. HLA-DR4Pred 2.0 incorporates five modules such as PREDICT, SCAN, DESIGN, 

BLAST, and MOTIF-SCAN. HLA-DR4Pred 2.0 tool predict the binding or non-binding 

peptides for MHC-Class II allele HLA-DRB1*04:01. Our webserver is freely accessible at 

https://webs.iiitd.edu.in/raghava/hladr4pred2/ and standalone package is available at 

https://webs.iiitd.edu.in/raghava/hladr4pred2/standalone.php. Detailed workflow of this study 

is represented in Figure 13. 

 

https://webs.iiitd.edu.in/raghava/hladr4pred2/
https://webs.iiitd.edu.in/raghava/hladr4pred2/standalone.php
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Figure 13: Overall workflow of the study 
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