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Abstract—Widespread acceptability and use of biometrics
for person authentication has instigated several techniges for
evading identification. One such technique is altering faeil
appearance using surgical procedures that has raised a cHahge
for face recognition algorithms. Increasing popularity of plastic
surgery and its effect on face recognition has attracted aéntion
from the research community. However, the non-linear varigions G
introduced by plastic surgery remain difficult to be modeled Surgery
by existing face recognition systems. In this research, a nitit
objective evolutionary granular algorithm is proposed to match
face images before and after plastic surgery. The algorithm

first gen_erates non'd'sjo'n_t face Qfa”‘_“es aF multlple l?VB of Fig. 2. Relation among plastic surgery, aging, and disguis@tions with
granularity. The granular information is assimilated using an  regpect to face recognition.

evolutionary genetic algorithm that simultaneously optimzes the
selection of feature extractor for each face granule along ith the
weights of individual granules. The proposed algorithm preents

significant improvements in matching surgically altered f&e — ronomting facial geometry and texture increases tha-intr
images as compared to existing algorithms and a commercial

face recognition system. class variability between the pre- and post-surgery images
the same individual. Therefore, matching post-surgernygisa
with pre-surgery images becomes an arduous task for auto-
[. INTRODUCTION matic face recognition algorithms. Further, as shown in Ejg

Plastic surgery procedures provide a proficient and enguriti is our assertion that variations caused due to plastigesyr
way to enhance the facial appearance by correcting featti@e some intersection with the variations caused due twagi
anomalies and treating facial skin to get a younger looRnd disguise. Facial aging is a biological process thatslead
Apart from cosmetic reasons, plastic surgery procedures & gradual changes in the geometry and texture of a face.
beneficial for patients suffering from several kinds of disys Unlike aging, plastic surgery is a spontaneous process that
caused due to excessive structural growth of facial featuié generally performed contrary to the effect of facial agin
or skin tissues. Plastic surgery procedures amend thel fagénce the variations caused due to plastic surgery proesdur
features and skin texture thereby providing a makeoverén tBre spontaneous, it is difficult for face recognition algoris
appearance of face. Fig. 1 shows an example of the effectt@fmodel such non-uniform face transformations. On therothe
plastic surgery on facial appearances. With reduction st cd)and, disguise is the process of concealing one’s identity
and time required for these procedures, the popularityas-pl by using makeup and other accessories. Both plastic surgery
tic surgery is increasing_ Even the Widespread accemm” and disguise can be misused by individuals trying to conceal
the society encourages individuals to undergo plasticesyrg their identity and evade recognition. Variations causeé du
for cosmetic reasons. According to the statistics provided to disguise are temporary and reversible; however, variati
the American Society for Aesthetic Plastic Surgery for ye&aused due to plastic surgery are long-lasting and may not
2010 [1], there is about9% increase in the total numberbe reversible. Owing to these reasons, plastic surgeryvs no
of cosmetic surgery procedures, with ovél0, 000 surgical established as a new and challenging covariate of face recog

procedures performed on face. nition alongside aging and disguise. Singthal. [2] analyzed
several types of local and global plastic surgery proceslure

and their effect on different face recognition algorithikey
concluded that the non-linear variations induced by saifgic
procedures are difficult to address with current face reitimgn
algorithms. De Marsicet al. [3] proposed an approach that
integrates information derived from local regions to maiod
and post-surgery face images. Recently, Aggaretadl. [4]

Fig. 1. lllustrating the variations in facial appearan@xture, and structural proposed sparse representathn on local facial fragments t
geometry caused due to plastic surgery (images taken froRERWET). match surgically altered face images. Though recent sult
suggest that the algorithms are improving towards addrgssi

the challenge, there is a significant scope for further imgro
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Fig. 3. Block diagram illustrating different stages in th®gosed algorithm.

based algorithm for recognizing faces altered due to plasdifferent facial regions provides discriminating infortioe
surgery procedures. The proposed algorithm starts with gerseful for face recognition.
erating non-disjoint face granules where each face granul€To incorporate the above mentioned research findings, this
represents different information at varying size and netsoh. research proposes a granular approach [12], [13] for facial
Further, two feature extractors, namely Extended Unifoimn Cfeature extraction and matching. In the granular computing
cular Local Binary Pattern (EUCLBP) [5] and Scale Invariardpproach, non-disjoint features are extracted at diftegesm-
Feature Transform (SIFT) [6], are used for extracting digdar levels. These features are then synergistically coetbi
criminating information from face granules. Finally, @iféent to obtain more comprehensive information. With granulated
responses are unified in an evolutionary manner using a-muitiformation, more flexibility is achieved in analyzing umede
objective genetic algorithm for improved performance. Thiging information such as nose, ears, forehead, cheeks, or
performance of the proposed algorithm is compared withcambination of two or more features. Fig. 3 shows the block
commercial-off-the-shelf (COTS) face recognition systiem diagram of the proposed algorithm.
matching surgically altered face images against largeescal
gallery. _
A. Face Image Granulation
Il. EVOLUTIONARY GRANULAR COMPUTING APPROACH Let F' be the detected frontal face image of size m. Face
FORFACE RECOGNITION granules are generated pertaining to three levels of gasityl

Singhet al. [2] have suggested that with large variations iffhe first level of granularity provides global information a
the appearance, texture, and shape of different faciabmegi multiple resolutions. This is analogous to a human mind
it is difficult for face recognition algorithms to match a pos processing holistic information for face recognition atyiag
surgery face image with pre-surgery face images. Furthégsolutions. Next, to incorporate the findings of Campeedl.
face recognition algorithms either use facial information [8], inner and outer facial information are extracted at the
a holistic way or extract features and process them in pargecond level of granularity. Finally, local facial featsigay an
On the other hand, it is observed that humans solve probleffortant role in face recognition by human mind. Therefore
using perception and knowledge represented at differgatde at the third level of granularity, features are extracteafthe
of information granularity [7]. They recognize faces usimg local facial fragments.
combination of holistic approach together with discreteele 1) First Level of Granularity:In the first level, face gran-
of information or features. They can identify specific faciaules are generated by applying the Gaussian and Laplacian
features and associate a contextual relationship amongésa operators [14]. The Gaussian operator generates a seqonce
to recognize a face even with altered appearance. Sihhaow pass filtered images by iteratively convolving each @& th
al. [7] established 19 results based on the face recognitiednstituent image with a 2D Gaussian kernel. The resolution
capabilities of the human mind. They suggested that humaaitd sample density of the image is reduced between suceessiv
can efficiently recognize faces even with low resolution ariterations and therefore the Gaussian kernel operates on a
noise. Moreover, high and low frequency facial informatioreduced version of the original image in every iteratione Th
is processed both holistically and locally. Campledlial. [8] resultant imagego, I1,. .., 14 may be viewed as a ‘pyramid’
reported that inner and outer facial regions represenindtst with I, having the highest resolution anfly having the
information that is helpful for face recognition. Reseamsh lowest resolution. Lew(x, y) represent the Gaussian kernel of
from cognitive science suggest that local facial fragmen@i§mensions x5 with reduction factor 4. Theeduce operation,
can provide robustness against partial occlusion and @hadge, can be written as,
in viewpoints [7], [9], [10]. Heiseleet al. [11] proposed
a component based face recognition approach where facial 5

5
components are used to provide robustness to pose changes. Re[F(p,q)] = Z Zw(xvy)F(Qp-i- ,2¢+y) (1)
Their approach suggests that assimilating informatiommfro a—=1 y=1



A Gaussian pyramid is defined as, face image is196 x 224 ande = 15, The second level of
granularity provides resilience to variations in inner auder

Ip=Rellp-1], 0 < B < A @ facial regions. It utilizes the relation between horizéraad
where, vertical granules to address the variations in chin, foaehe
I=F 3) ears, and cheeks caused due to plastic surgery procedures.
Further, the Laplacian operator generates band-pass #mage F Ha n
using Eq. 4. Fes e o
Lp=1Ip—Ezxllpy), 0 < B < A (4) L gl .

Here, theEx[.] operator interpolates a low-resolution image % ) | PEAN m

to the next higher resolution and is represented as,

Fig. 5. Horizontal face granules from the second level ohgtarity (Fg..7 —

x
Ex[Ip p(p,q)] 422 xyIBDl(p Y y Fgr1s).

r=—2y=—2 2 2
Note that Iz p in Equation 5 denotes expandlng’B
number of times. Let the granules generated by Gaussian and® T ,
Laplacian operators be representedy.;, wherei represents g E ’
the granule number. For a face image of sigé x 224, Fig.
4 represents the face granules generated in the first level by fos ~ For  Fou Foa Fw et Fo  Fors  Fom

applying Gaussian and Laplacian operatdts,, to Fg,3 are Fio 6. Vertical f os 1 o 4 level of dlarity (.
the granules generated by Gaussian operatofang to Fg F'g . ertical face granules from the second level of glamity (<16 —

are the granules generated by Laplacian operator. The Bize 0

the smallest granule in the first level49 x 56. In these six 3) Third Level of Granularity: As mentioned previously,
granules, facial features are segregated at differentutésios  hyman mind can distinguish and classify individuals with
to provide edge information, noise, smoothness, and bless  their local facial fragments such as nose, eyes, and moath. T
present in a face image. As shown in Fig. 4, the effect of facigcorporate this property, local facial fragments are atd
wrinkles is lessened from granul&;,1 to Fe.3. The firstlevel and utilized as granules in the third level of granularity.
of granularity compensates for the variations in faciatuex. Given the eye coordinates,6 local facial fragments are
Therefore, it provides resilience to plastic surgery pdres extracted using the golden ratio face template [15] shown in
that alters the face texture (such as facelift, skin resiméa Fig. 7(a). Each of these fragments is a granule representing
and dermabrasion). local information that provides unique features for hamglli
variations due to plastic surgery. Fig. 7(b) shows an exampl
of local facial fragments used as face granules in the tbivdll

of granularity. Generally, the impact of local plastic semg
procedures is confined to facial feature being operated dn an
its neighboring regions. The third level of granularity yides
resilience to variations in local facial regions caused tlue
such plastic surgery procedures.

Fig. 4. Face granules in the first level of granularifg..1, Fg.2, and

21 senerated by the Laplacian operator o ore B i i 4 1 1
| | EEEEm
2) Second Level of GranularityTo accommodate the ob- ] S
servations of Campbedt al [8], horizontal and vertical gran- s
ules are generated by dividing the face imdgnto different | -u
regions as shown in Figs. 5 and 6. HeFg,.7 to F..15 denote @ ®)

the horizontal granules anfe;,16 t0 F.-24 denote the vertical
granules. Among the nine horizontal granules, the firstethr€ig. 7. (a) Golden ratio face template [15], and (b) face gkesiin the third
granules i.e.Fg,7, Fars, and Fg,9 are of sizen x m/3. level of granularity £cra5 — Farao).

The next three granules, i.€Fg,10, Fgr11, and Fg,12 are h q lati hni . d
generated such that the sizefdf, 1o and F, 15 iS 1 x (m —e) The proposed granulation technique is used to gendfate

and the size oF g1, is n x (m -+ 2¢). Further,Fa,s, Foria, non-disjoint face granules from a face image of di26x 224.

andF,.5 are generated such that the sizeFaf.15 and Fe1s The teChan(lee ulsed If;)r genelr)atln%granuleshlf1 ba;ed on _1|‘_|xed
is % (m+€) and the size oF 14 is n x (m—2€). Similarly, structure and no local feature based approach has beaedtili

nine vertical gra_nmeSFGrlﬁ to F_Gr24i are generated. FIgS.. 5 1 the experiments, it is observed that 15 yields the best recognition
and 6 show horizontal and vertical granules when the size refults when face image is of si266 x 224.



For images captured from cooperative users, granulatian aaset of uniformly distributed non-overlapping local retgmf

be performed according to the features. However, with nosize32x32. SIFT descriptors computed at the sampled regions
cooperative users, identifying features can be challepgimd are then concatenated to form the image signature. Weighted
hence feature-based partitioning may not yield accuratatse 2 distance is used to compare two SIFT descriptors.
compared to fixed structure partitioning.

C. Evolutionary Approach for Selection of Feature Extracto
and Weight Optimization

. ) . Psychological studies in face recognition [7] have shown
_The proposed granulation scheme results in granules Wi}, some facial regions are more discriminating than sther
different information content. Some granules_contam fidluc and hence, contribute more towards the recognition acgurac
features_ such as E€YyEes, nose, a_nd mouth while some granN)I%?eover, humans [18] also emphasize on different internal
predommantly contgln skin region su.ch as fo_rehead, cheekiy external facial regions for recognition. Every facengta
and outer facial region. Therefore, different kinds of &at 1,5 seful but diverse information, which if combined thget
extractors are needed to encode diverse information frcggn provide discriminating information for face recogmti
the granules. In this research, EUCLBP and SIFT are usgfls nronosed algorithm therefore incorporates selectiag f
f‘?f fe_zat_ure_extracthn. Both_these feature extractqrs ast f y,re extractor to encode diverse information and assigarg
d'SCf'F”'”a“_”Q' rotation !nvar_lant_, and robust to Cha_“g@(ay timal weights for matching each face granule. The uniquenes
level intensities due to illumination. However,_the mfcn’nmn and discriminability of EUCLBP and SIFT features depend on
encoded by these two feature extractors is rather dlveliﬁ% information present in the granules. Each feature etara

as one encodes the difference in intensity values while g, petter represent some granules as compared to the other
other assimilates information from the image gradient®yTh¢, o+ re extractor. Based on this hypothesis, feature eira

efficiently use mformgnon assimilated from Ipcal reg|(1md_ for each granule is selected depending on the reliability of
form_aglobal Image signature ,by conpatenapng the qemﬂptfeatures for that particular granule. It is our assertioat th
obtained from every local facial region. It is experimelytal giving higher weight to face granules that have more con-

observed that among the) face granules, for some granulegyiy tion towards the recognition performance and saiecti
EUCLBP finds more discriminative features than SIFT anler feature extractor for each granule should improee th

vice-versa (later shown m_the expenmental results). overall accuracy. (Both these assertions are later validhy
1) Extended Uniform Circular Local Binary Patterns (EU-he experimental results).

CLBP): Circular Local Binary Patterns (CLBP) encode dif- Tne next task is simultaneously optimizing the selection
ference of sign between neighboring pixels that are Welk featyre extractor and weights associated with every face
separated on a circle around the central pixel [16]. Howevefanyle for matching. The problem of finding better feature
encoding difference of sign between the neighboring pixe%?tractorand optimal weights for each granule involvescea

is not sufficient for describing facial texture. Other im@ott 4 very large space and finding several suboptimal solstion

features could also be derived from the information th& e Geonetic algorithms are well proven in searching very large

the difference of the gray-level intensity values. Hu@@l.  gspaces to quickly converge to the near optimal solution.[19]
[17] proposed a method to encode the exact difference OFgr%erefore, a multi-objective evolutionary genetic aptoés

level intensities and reported significant improvementtia U proposed to select feature extractor and correspondinghiei
performance of texture descriptor. Based on this obsemalitor each face granule. Fig. 8 represents the genetic search

CLBP is extended to encode exact gray-level differencegalog ocess and the steps involved are elaborated as follows:
with the original encoding. The modified descriptor is cdlle

Extended Uniform Circular Local Binary Pattern (EUCLBP)Genetic EncodingA chromosome is a string whose length

[5]. For computing EUCLBP descriptor, the image is firsg eq%‘a' lto the numb_er_ of _face fgrant;les @.m our cas:.
tessellated into non-overlapping uniform local patchesipé or simultaneous optimization of two functions, wo 1ypés o

32 x 32. For each local patch, the EUCLBP descriptor ighromosomes are encoded: (i) for selecting feature ewiract

computed based on the 8 neighboring pixels uniformly Sarq_efe[]red o ashc?romosomgl/pel) fand d(ii) for asr?igning
pled on a circle (radius=2) centered at the current pixee Tiveights to r(]eac ace _grqnuE (referred to as c tr)gmosome
concatenation of descriptors from each local patch canetit tvP¢2)- Each gene (unit) in chromosortgpel is a binary

the image signature. Two EUCLBP descriptors are matchBlj 0 Or 1 where 0 represents the SIFT feature extractor
using the weighted? distance. and 1 represents the EUCLBP feature extractor. Genes in

2) Scale Invariant Feature Transform (SIFTSIFT [6] chromosomeype2 have real valued numbers associated with

is a scale and rotation invariant descriptor that generatesCorresDOndlng weights of thé) face granules.

compact representation of an image based on the magnitu#igjal Populatiort Two generations with00 chromosomes are
orientation, and spatial vicinity of image gradients. SIE$§ populated. One generation has @jpel chromosomes while
proposed by Lowe [6], is a sparse descriptor that is computég other generation has @lpe2 chromosomes.

around detected interest points. However, SIFT can also bel) For selecting feature extractorgygel chromosome),
used in a dense manner where the descriptor is computed half the initial generation (i.e50 chromosomes) is
around pre-defined interest points. In this research, SIFT set with all the genes (units) as which represents
descriptor is computed in a dense manner. It is computed over EUCLBP as the feature extractor for dll face granules.

B. Facial Feature Extraction
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The remainings0 chromosomes in the initial generatioralso enables discarding redundant and non-discrimin&airey
have all genes a8 representing SIFT as the featurgranules that do not contribute much towards the recognitio
extractor for all40 face granules. accuracy (i.e. the weight for that face granule is close to
2) For assigning weights to face granulegpe2 chromo- 0). This optimization process leads to both dimensionality
some), a chromosome with weights proportional to theduction and better computational efficiency.
identification accuracy of individual face granules (as Evolutionary algorithms such as GA often fail to maintain
proposed by Ahonen [16]) is used as the seed chrdiversity among individual solutions (chromosomes) angsea
mosome. The remainingd chromosomes are generatedhe population to converge prematurely. This problem is at-
by randomly changing one or more genes in the initigstibuted to the loss of diversity in a population that leads t
chromosome. The weights are normalized such that tbecrease in the quality of solution. In this research, adapt
sum of all the weights in a chromosomelis mutation rate [20] and random offspring generation [21] are

i , used to prevent premature convergence to local optima by
Fitness FunctionBoth chromosomeypel and chromosome ensuring sufficient diversity in a population. Depending on

type2 are combined and evaluated simultaneously. Reco@c’)pulation’s diversity, mutation is performed with an atie

nition is performed using the feature extractor selected byyo that increases if the diversity decreases and vicgaver
chromosomeypel and weight encoded by chromosompgc2 Population diversity is measured as the standard deviation

for egch _face granule. Identifica}tipn accuracy, used assﬁtn%f fithess values in a population. Further, random offspring
funcuon, is computed on the training set atitibest perform- generation is used to produce random offsprings if there is
ing chromosomes are selectedp@sentsto populate the next a high degree of similarity among the participating chromo-

generation. somes (parents) during the crossover operation. Combmati
Crossover A set of uniform crossover operations is performedf such chromosomes is ineffective because it leads to off-
on parentsto populate a new generation 80 chromosomes. springs that are exactly similar to parents. Therefore,eund
Crossover operation is same for both chromoseémel and such conditions, crossover is not performed and offsprargs
chromosomeype2. generated randomly.

Mutation After crossover, mutation for chromosortge? is
performed by changing one or more weights by a factor of it3. Combining Face Granules with Evolutionary Learning for
standard deviation in the previous generation. For chramas Recognition

typel, mutation is performed by randomly inverting the genes The granular approach for matching faces altered due to
in the chromosome. plastic surgery is summarized below:

The search process is repeated till convergence and it isl) For a given gallery-probe face image paif) face
terminated when the identification performance of the chro-  granules are extracted from each image.
mosomes in new generation does not improve compared to th@) EUCLBP or SIFT features are computed for each face
performance of chromosomes in previous five generations. At  granule according to the evolutionary model (learnt
this point, the feature extractor and optimal weights fachea using the training data).
face granule (i.e. chromosomes giving best recognitiom-acc 3) The descriptors extracted from the gallery and probe
racy on the training data) are obtained. Genetic optinozati images are normalized and the weightg#l distance



measure is used for matching. B. Experimental Protocol
(a;j —bij)? To evaluate the efficacy of the proposed algorithm, exper-

X*(a,b) = ZWW ®) iments are performed witdi0 times repeated random sub-
J 7 7 sampling validations. In each experiment, 40% of the databa
wherea andb are the normalized descriptors (EUCLBRs used for training and the remaining 60% is used for
and SIFT respectively),and; correspond to th&" bin  testing. The training data is used to learn the model for
of the j* face granule, and; is the weight of thej’" (EUCLBP/SIFT) feature selection, weights for each facagra
face granule. Here, the weights for each face granule arle, and the testing data is used for performance evaluation
learnt using the genetic algorithm. Experimental protocol for all the experiments are desctibe
4) In identification model(: N), this procedure is repeatedhere:
for each gallery-probe pair and top matches are obtained, Experiment 11800 pre- and post-surgery images pertain-
based on the match scores. ing to 900 subjects from the plastic surgery face database
[2] are used in this experiment. Images 3#f0 subjects
Il. EXPERIMENTAL RESULTS are used for training and the performance is evaluated
Several experiments are performed to evaluate the perfor- on pre- and post-surgery images of the remainidg
mance of the proposed algorithm. The performance of the subjects. Pre-surgery images are used as the gallery and
algorithm is also compared with SIFT and EUCLBP applied post-surgery images are used as the probe.
on full face image, SIFT and EUCLBP applied on the o Experiment 2:0ut of 1800 subjects from the combined
face granules, sum-rule fusion [22] of SIFT and EUCLBP heterogeneous face databa%®() subjects are used for
on face granules, and a commercial-off-the-shelf (COTE&2 fa training and the remainind080 subjects are used for
recognition system. Section IlI-A provides details abcha t testing. The training subjects are randomly selected and
databases used in this research, Section IlI-B elaborhtes t  there is no regulation on the number of training subjects
experimental protocol, and Sections IlI-C to IlI-E present that have undergone plastic surgery. This experiment

comprehensive experimental analysis. resembles real world scenario of training-testing where
the system is unaware of any plastic surgery cases.
A. Database « Experiment 3:To evaluate the effectiveness of the pro-

posed algorithm for matching individuals against large
size gallery, two different experiments are performed. In
both the experiment$324 frontal face images obtained
from government agencies are appended to the gallery of
1800 face images used in other experiments.

In this research, experiments are performed on two
databases: (a) plastic surgery face database [2] and (b) com
bined heterogeneous face database. The plastic surgexy fac
database comprisds00 pre- and post-surgery images corre-
sponding to900 subjects with frontal pose, proper illumina-

tion, and neutral expression. It is the first real world dasab — Training is performed with images Af60 subjects
that consists of different types of facial plastic surgeages from the plastic surgery face database. The perfor-
such as rhinoplasty (nose surgery), blepharoplasty @yeli mance is evaluated on post-surgery images from the
surgery), brow lift, skin peeling, and rhytidectomy (fadft) remaining540 subjects as probes against the large
Since, it is difficult to isolate individuals who have undeng scale gallery ofr764 subjects. _

plastic surgery and use special mechanism to recognize them — Training is perf(_)rmed with images af20 subjects
Therefore, face recognition algorithms should be robust to from the combined heterogeneous face database.
variations induced by plastic surgery even in general djveya The peﬁormance IS evaluated on Images from the
environments. Considering such generality of face redmgni remaining1080 subjects as probes against the large

the second database is prepared by appending the plastic scale gallery ofr404 subjects.
surgery face database witB00 non-surgery images pertaining
to other900 subjects. This database is termed ascin@bined
heterogeneous face databased comprises3600 images
pertaining to1800 subjects. The non-surgery images are from The proposed algorithm utilizes the observation that human
the same databases used by Sieglal. [2] and consists of Mind recognizes face images by analyzing the relation among
two frontal images per subject with proper illumination anfon-disjoint spatial features extracted at multiple gtanu
neutral expression. levels. Further, simultaneously optimizing the featulet&on
Images in the plastic surgery face database are collecfé¥fl Weights pertaining to each face granule allows for ad-
from different sources on the internet and have noise afEessing the spontaneous and non-linear variations intet
irregularities. The images in the database are first presssed by plastic surgery. Key results and observations from the
to zero mean and unit variance followed by applying histogra€xperiments are summarized below.
equalization to maximize the image contrast by flatteninge The CMC curves in Fig. 9 and Table | show rahk-

C. Analysis

the resulting histogram. Further, Wiener filtering is apgli identification accuracy of the algorithms for Experiments
to restore the blurred edges. Finally, the face images are 1 and 2. The proposed algorithm outperforms other
geometrically normalized to 100 pixel inter-eye distanod a algorithms by at leas?.27% on the plastic surgery face

the size of each detected face imagda 9§ x 224 pixels. database an8.02% on the combined heterogeneous face



100

100

95 +

90 +

85 »t*

80 —+

75+

70 4,

65

Identification Accuracy (%)
%

.

’_‘.——' et e
‘.5(--..)(!"'* ]

.

e
.u'e"‘ﬁ' 4

"@__’_‘9‘

”‘@‘_—’

== EUCLBP
=i Granular EUCLBP
=== Dense SIFT
Granular SIFT
Sum rule fusion

| = Proposed

95 +

90 -

85

80 +

75 -+

Identification Accuracy (%)

70 T

65

=f= EUCLBP

=i Granular EUCLBP

== Dense SIFT
Granular SIFT

=% Sum rule fusion

- COTS

| m—"Proposed

2 3 4 5 6 7 8 9 10
Rank
(a)

5 6 7 8 9 10
Rank
(b)

Fig. 9. CMC curves for the proposed and existing algorithmghe (a) plastic surgery face database, and (b) combineddgetneous face database.
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TABLE I
RANK-1 IDENTIFICATION ACCURACY OF FACE GRANULES USINGSIFT
TABLE | AND EUCLBP.
RANK -1 IDENTIFICATION ACCURACY OF THE PROPOSED EVOLUTIONARY
GRANULAR APPROACH AND OTHER FACE RECOGNITION ALGORITHMS Glr;anule Gglggo/ EéJSCSI_;f G;anule 12”2-0/ EZUZCOLB%/P
IDENTIFICATION ACCURACIES AND STANDARD DEVIATIONS(SD) ARE FGM 51'420/" 42‘260/0 FGT'M 19'250/" 23.960/0
COMPUTED WITH10 TIMES CROSS VALIDATION. Gr2 L7 L9070 Gr22 €970 9070
_ Fars | 46.18% | 21.32% || Fares | 23.64% | 19.25%
Database #Tfa'bU/#TtESt Algorithm Rank-1 | oo Fara | 22.86% | 36.20% || Faroa | 20.88% | 23.04%
subjects aCCUVaOCV Fars 20.15% | 25.75% Faras | 09.72% | 5.50%
EIUF?-BP gg-gg of ‘1’-(7)2 Fare | 16.26% | 19.50% || Faree | 19.36% | 8.85%
: 0 : F 10.46% 19.38% F 18.12% 12.50%
Plastic surgery Granular EUCLBP| 72.35% | 0.64 FG” 35 060/0 58 640/0 FGTW 59 220/0 = 250/0
face database 360/540 Granular SIFT 76.11% | 1.33 Grs 2 o2 Gr28 il EO
: : 0 0 0 )
Sum Rule Fusion 550507 078 Faro 17.85% 23.42% Farog 17.36% 22.50%
coTS T 587078 Fario | 13.14% | 19.64% || Farso | 08.54% | 6.48%
Proposed 87 '32% 0.68 Fari1 41.43% 32.38% Far3i 18.52% 22.86%
EUCLER ~5-g5 o8 Fario | 28.20% | 24.04% || Farss | 14.24% |  6.48%
ST e 108 Fors | 16.88% | 22.02% || Foras | 13.16% | 11.24%
Combined Granular EUCLBP| 74.08% | 0.68 FGria 33-0624 23-842/0 Faraa 11.352& 05.65;%
heterogeneous| 720/1080 Granular SIFT 79.12% | 2.03 EGris 30.56% | 24.68% EGras 10.75% 7.94%
face database Sum Rule Fusion 84.85% | 1.06 Farie 15.76% | 21.84% Farae 15.10% | 13.54%
COTS 87.94% | 1.06 Fari7 33.12% 25.50% Farar 12.64% 6.28%
Proposed 89.87% | 0.82 Fgris | 15.64% | 21.28% Fgras | 12.20% | 10.38%
Fario 11.82% 20.10% Far3o 22.86% 12.82%
Foroo | 51.60% | 44.40% || Forao | 24.92% | 11.18%




TABLE Il

RANK-1 IDENTIFICATION PERFORMANCE ON DIFFERENT TYPES OF LOCAL ANGELOBAL PLASTIC SURGERY PROCEDURES

Type | Surgery #Cases| PCA FDA LFA CLBP | SURF | GNN Periocular | Proposed
Browlift 60 28.5% | 31.8% | 39.6% | 49.1% | 51.1% | 57.2% 34.42% 89.22%
Dermabrasion 32 20.2% | 23.4% | 25.5% | 42.1% | 42.6% | 43.8% 44.56% 77.89%

Local Otoplasty 74 56.4% | 58.1% | 60.7% | 68.8% | 66.4% | 70.5% 47.25% 92.25%
Blepharoplasty| 105 28.3% | 35.0% | 40.2% | 52.1% | 53.9% | 61.4% 30.96% 91.42%
Rhinoplasty 192 23.1% | 24.1% | 35.4% | 44.8% | 51.5% | 54.3% 40.71% 88.85%
Other 56 26.4% | 33.1% | 41.4% | 52.4% | 62.6% | 58.9% 35.81% 89.17%

Global Rhytidectomy 308 18.6% | 20.0% | 21.6% | 40.9% | 40.3% | 42.1% 37.27% 71.76%
Skin peeling 73 25.2% | 31.5% | 40.3% | 53.7% | 51.1% | 53.9% 45.83% 85.09%
Overall 900 27.2% | 31.4% | 37.8% | 47.8% | 50.9% | 53.7% 40.11% 87.32%

database. The proposed algorithm also outperforms the
commercial system bg.66% and 1.93% on the plastic  «

different types of plastic surgery proceduresed in [2].
Recently, Aggarwakt al. [4] proposed a sparse repre-

surgery face database and the combined heterogeneous sentation based approach to match surgically altered face

face database respectively.

In Experiment2, the training-testing partitions have plas-
tic surgery as well as non-surgery images. It closely
resembles the condition which a real world face recogni-
tion system encounters in general operating environment.
Unacquainted with specific plastic surgery cases, face
recognition system has to be robust in matching surgically
altered face images in addition to matching regular face
images. Different types of plastic surgery procedures
have varying effect on one or more facial regions. The
proposed algorithm inherently provides the benefit of
addressing the non-linear variations induced by different
types of plastic surgery procedures.

CMC curves in Fig. 10 show the performance of the pro-
posed algorithm and the commercial system for matching
probes against a large gallery (Experim&nt The pro-
posed algorithm yields rank-identification accuracy of
83.88% and86.33% for matching probes from the plastic

images in a part-wise manner. The proposed evolutionary
granular algorithm also outperforms the sparse represen-
tation [4] based approach 4% on the plastic surgery
face database under the same experimental protocol.
The performance of EUCLBP and SIFT when applied
on full face images is compared with the performance
obtained when it is applied on face granules. The results
show that applying EUCLBP and SIFT on face granules
improves the rank-accuracy by at least% as compared

to a full face image. The ability to encode local features
at different resolutions and sizes (face granules) allows
the proposed algorithm to be resilient to the non-linear
variations induced by plastic surgery procedures.

To show the efficacy of the evolutionary approach for
selecting feature extractor and weight optimization using
genetic algorithm, performance of the proposed algo-
rithm is compared with sum-rule fusion [22] of SIFT
and EUCLBP on face granules. The proposed algorithm

surgery and the combined heterogeneous face databases outperforms sum-rule fusion by at leds¥ on both the

respectively. The proposed algorithm outperforms the
commercial system by.6% and 2.21% on the plastic  «

databases.
Evolutionary approach for selecting feature extractor us-

surgery and the combined heterogeneous face database ing genetic algorithm provides the advantage of choosing

respectively.

Table 1l shows individual rank- identification accu-
racy of all 40 face granules using EUCLBP and SIFT
on the plastic surgery face database. Face granules
4,7,19,21,29, and31 yield significantly better recogni-
tion performance with EUCLBP as compared to SIFT. On
the other hand, face granul@s3, 8,11, 14, 26, 39, and

40 provide better recognition performance with SIFT as
compared to EUCLBP. SIFT generally performs better on
granules containing fiducial features such as eyes, nose,
and mouth, however its performance on predominant
skin regions such as forehead, cheeks, and outer facial
region is not optimal. Since, EUCLBP is based on exact
difference of gray level intensities, it can better encodS
discriminating micro patterns even from predominant skin*
regions.

better performing feature extractor for each face granule.
It is observed in our experiments that on average, SIFT
is selected for22 face granules whereas EUCLBP is
selected forl8 face granules.

From non-parametric rank-ordered test (Mann-Whitney
test on the ranks obtained from the algorithms), it can be
concluded that there is a statistically significant differe
between the proposed algorithm and the commercial
system. Further, &5% confidence level, parametric t-test
(using the match scores) also suggests that the proposed
algorithm and the commercial system are statistically
significantly different.

Analysis of Different Types of Plastic Surgery Procedure
According to Singhet al. [2], plastic surgery procedures

Table Il shows a comprehensive breakup of rankcan be catt_a‘gorized into global and local plastic surgery.
identification accuracy according to the type of surgeriéslobal plastic surgery completely transforms the face and i
performed. The proposed algorithm provides a significaftcommended in cases where functional damage is to be cured

improvement of at leas21.7% from the algorithms on

2Since the experimental protocol in [2] and the current neseis same,
the results are directly compared.



TABLE IV 100
PEARSON CORRELATION COEFFICIENT BETWEEN DIFFERENT GRANULR

LEVELS ON THE PLASTIC SURGERY FACE DATABASE
95 L -

Database Granules Ge”“'ﬂe Impost_or _
correlation | correlation S
Plastic Level 1 - Level 2 0.67 0.59 3 w0 L
surgery Level 1 - Level 3 0.43 0.21 g
face database| Level 2 - Level 3 0.63 0.55 8
Combined Level 1 - Level 2 0.81 0.78 < a5 L
heterogeneoug Level 1 - Level 3 0.38 0.20 2
face database| Level 2 - Level 3 0.42 0.26 §
= 80 +
5 e == Rhinoplasty
k-]

r == Other local surgeries
: Skin peeling
. . . 75 + : : === Otoplasty
such as patients with fatal burns or trauma. In these kind of : = somn”
: == = Blepharoplasty

surgeries, facial appearance, skin texture, and featuapesh == Slosharopas
vary drastically thus making it arduous for any face rectigni A
system to recognize pre- and post-surgery faces. Rhytidgct Rank

(full facelift) is used to treat patients with severe burnsface
and neck. It can also be used to reverse the effect of aging {[}&1_
get a younger look by treating the face skin, thus modifying
the appearance and texture of the whole face. Analogous to

rhytidectomy, skin peeling procedures such as laser @S0 yetajled experimental study of individual granular levids

and chemical peel alter the texture information thus affeciertormed. The correlation analysis of all three granwgels
ing the performance of face recognition algorithms. Thege enqrted in Table IV. The complimentary information et
procedures are used to treat wrinkles, str_etch marks, achegitferent granular levels is utilized by the proposedaalg
and other skin damages caused due to aging and sun bugsm, for efficiently matching surgically altered face inesg
These two global plastic surgery procedures severely impgGc curves in Figs. 12(a) and (b) show the identification
the performance of the proposed algorithm which yields ank.c,racy of individual granular levels for the plastic sng
Lidentification accuracy of1.76% and85.09% for cases With 506 database and the combined heterogeneous face database
rhytidectomy and skin peeling respectively, as shown in Figagpectively. Granular level-1 has different levels of Gxian
11. ) ) and Laplacian pyramids that assimilate discriminatingiinf

On the other hand, Ioc_al plas'_uc surgery [2] 1S meant faf ation across multiple resolutions. Pyramids at level+itaim
reshaping and restructuring facial features to improve then te features whereas the pyramids at level-1 and level-
aesthetics. These surgical procedures result in varyirgiam 5 ide high level prominent features of a face. Several
of change in the geometric distance between facial featu'ifs':ychological studies have shown that humans use different
b_ut_the overall texture and appearance Of_ the face FeMaiAfRer and outer facial features to identify individuals Jj18
similar to Fhe original fgce. Dermab_rasmn IS l_Jsed 10 gV g inner facial features include nose, eyes, eyebrows, and
smooth finish to face skin by correcting the skin damaged By, ;b while the outer facial region comprises face outline,

sun burns or scars (developed as a post-surgery effeck, dgf,cture of jaw/chin, and forehead. Granular level-2efae
irregular patches (melasma) that grow over the face skid, agracts information from different inner and outer facial

mole removal. Among all the local plastic surgery procedurgqigng representing discriminative information that seful

listed in [2], dermabrasion has the most_ promine_nt eﬁe_Ct 96 face recognition. Local facial fragments such as nogese
the performance of the proposed a'go”t_hm as it drastically,y mqyth provide robustness to variations in several local
changes the face texture. As shown in Fig. 11, the proposgdis| regions caused due to plastic surgery proceduresariu
approach yields rank-identification accuracy of7.89% for  ing can efficiently distinguish and classify individualttw

dermabrasion cases. their local facial fragments. Therefore, granular levels3im-
Other local plastic surgery procedures also affect the PQ5tes discriminating information from these fragmentfieT

formance of the propo;ed _algorithm to varying degrees.eTalHroposed granular approach thus unifies diverse informatio
Il 'and CMC curves in Fig. 11 show the performance Ofoy gifferent granular levels that are useful for recogmiz
the proposed algorithm across different types of global apges aitered due to plastic surgery. Further, to analyee th

local plastic surgery procedures. Table Il also repor® th,qimentary information provided by different granular
performance of existing algorithms on several local andbglo levels, performance is evaluated for different combiregiof
plastic surgery procedures. Since plastic surgery praesdu

! i i ranular levels. The performance of the proposed evolation
increase the difference between pre- and post—surgeryemag

R ) < i - ranular approach is optimized for a particular granulaelle
of the same individual (intra-class variations), it dreafy re-

q h ; f oxcisting f o oS or their combination by assigning null weights to the face
uces the performance of existing face recognition algorit granules corresponding to other granular levels duringtien

) optimization. CMC curves in Figs. 12(c) and (d) show the
E. Analysis of Granules results for different combinations of granular levels oe th
To understand the contribution of different granules faolastic surgery face database and the combined heteraggeneo
recognizing face images altered due to plastic surgery,face database respectively.

11. CMC curves on different types of local and globalspasurgery
edures for the proposed algorithm.
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Fig. 12. CMC curves showing the performance of individuargdar levels on the (a) plastic surgery face database,dimpimed heterogeneous face
database, performance of combination of granular levelther(c) plastic surgery face database, and (d) combineddgetecous face database.

[lI-B. CMC curves in Fig. 14(a) show the performance of
periocular region for matching surgically altered facesrfithe
plastic surgery face database. The performance is computed
Fouas Fou individually for the left and right periocular region usiS§FT
and EUCLBP. Sum-rule fusion [22] of SIFT on the left and
Fig. 13. Fgy29 represents the right periocular region afig, 3, represents right periocular region (fusion of SIFT) and sum-rule fusio
the left periocular region. of EUCLBP on the left and right periocular region (fusion of
EUCLBP) is also reported. Finally, the overall performance
: of periocular region is computed based on the sum-rule
In the proposed granulation schemEgrz and Feya: fusion of SIFT and EUCLBP on left and right periocular

represent the right and left periocular regions as shown in

Fig. 13. The identification accuracies in Table Il show thgf9'ons (fusion of SIFT and EUCLBP). The performance is

among all local facial granules in the third level of gramitia also pompared with an existing per locular based recognitio
Faro9 and Fgr31 provide good performance with both SIFTaIgonthm, referred to as Bharadwey al. [24].

and EUCLBP features. Periocular region is used as a biometri Eyelid is the thin skin that covers and protects our eyes
when the face is occluded [23] or the iris cannot be capturadd is a major feature in periocular recognition algorithms
[24]. Recently, Juefei-Xet al.[25] proposed using periocular According to the statistics provided by American Society fo
region for age invariant face recognition and reported suBesthetic Plastic Surgery [1], blepharoplasty (eyelidgsuy)
stantial improvements in both verification and identifioati is identified as one of the top five surgical procedures per-
performance. Driven by the robustness of periocular biametformed in 2010. It is used to reshape upper and lower
against occlusion and aging, this research also evalubées gyelids to treat excessive growth of skin tissues obstigcti
performance of periocular biometrics for recognizing surgvision. Some other global plastic surgery procedures ssch a
cally altered face images. The experiments are performegtidectomy or skin peeling may also affect the periocular
using the experimental protocol of Experimenin Section region. Therefore, it is important to analyze the effect of
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Fig. 14. CMC curves showing the performance of perioculgiores on (a) the plastic surgery face database, and (byetiffédocal and global plastic surgery
procedures.

surgical procedures, including blepharoplasty, on petarc image by analyzing the relation among non-disjoint spatial
region as a biometric. Experiments are performed to anfaatures extracted at different granularity. Experimentder
lyze the effect of different global and local plastic susgerdifferent protocols, including large scale matching, shbat
procedures (especially blepharoplasty) on periocularoreg the proposed algorithm outperforms existing algorithms in
CMC curves in Fig. 14(b) and Table Il report rakiden- cluding a commercial system for matching surgically aliere
tification accuracy of periocular region for matching faceface images. Further, experiments on different types of lo-
altered due to specific types of plastic surgery. Blephasipl cal and global plastic surgery also show that the proposed
alters the periocular region thereby affecting the perforoe algorithm consistently outperforms other existing algoris.

of periocular biometrics. Moreover, it is also observedt th®etailed analysis on the contribution of three granulaelev
the performance of periocular biometrics is reduced whenaad individual face granules corroborates the hypothésis t
local region neighboring the periocular region (such assnothe proposed algorithm unifies diverse information from all
and forehead) is transformed due to plastic surgery. Thisgenules to address the non-linear variations in pre-armstt po
mainly because modifying local features also transmitsesoraurgery images.
vicissitudes in the adjacent facial regions. The resulggest

that although, periocular biometrics has shown robustih@ss
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recognition algorithms to be robust in matching surgically
altered face images. This research presents an evolutionar
granular algorithm that operates on several granulesagtia
from a face image. The first granular level processes thg| “american society for aesthetic plastic surgery 201Catistics”,
image with Gaussian and Laplacian operators to assimilate http:/www.surgery.org/media/statistic2010. .
information from multi-resolution image pyramids. The sec [2 R. Singh, M. Vatsa, H.S. Bhatt, S. Bharadwaj, A. Noored #.S.

. . . Nooreyezdan, “Plastic surgery: A new dimension to face gaitmn”,
Ond_ granular level tesse”ate_s th? Image Into hO.I'IZOI’]tdl an  |EeE Transactions on Information Forensics and Secusity. 5, no. 3,
vertical face granules of varying size and information eomt pp. 441-448, 2010. _ o
The third granular level extracts discriminating inforipat [3] M. De Marsico, M. Nappi, D. Riccio, and H. Wechsler, “Raitu
. . . S face recognition after plastic surgery using local regiamalgsis”,
f_rom local fa(_3|a| regions. _Further- a mu'“'ObJeCt.'VG avol in Proceedings of International Conference on Image Analysis
tionary genetic algorithm is proposed for selecting featur  Recognition 2011, vol. 6754, pp. 191-200.
extractor and assigning optimal weights to each face geanul4l G- Aggarwal, S. Biswas, P.J. Flynn, and K.W. Bowyer, ‘Aasge
. . . representation approach to face matching across plastierst, in
for matCh|_ng-_The evolutionary selection of feature exrac Proceedings of Workshop on the Applications of Computéoivi2012,
allows switching between two feature extractors (SIFT and pp. 1-7.
EUCLBP) that helps in encoding discriminating information(®! H.S. Bhatt, S. Bharadwaj, R. Singh, and M. Vatsa, “On rhiig
Vi ith the f | Th d al ith sketches with digital face images”, iRroceedings of International

qu_np ying wi € gce granules. € .propose "f‘gon M Conference on Biometrics: Theory Applications and Syst@®k0, pp.
utilizes the observation that human mind recognizes face 1-7.
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